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Abstract—One of the main features of cloud computing is automatic scalability of resource usage. There are web applications in which their usage changes from time to time. Application demand satisfaction depends on the underlying server capacity and the count of the application instances that are currently running on the servers. When the application demand is more, the availability also needs to be increased to ensure requests satisfaction. Over provisioning of resources to handle peak load may cause some resources to lie idle during low demand. Automatic scaling of resources ensures better customer satisfaction during peak usage time by allocating more resources and scales down the resources when not needed. The scaling up and down of resource demands can be considered as item arrival and departure in bin packing algorithm. In this paper we are reviewing a few optimized versions of original bin packing problem. We have performed a comparison on the advantages and limitations of these bin packing problems when they are used for auto scaling of resources in cloud computing.

IndexTerms—Cloud Computing, resource auto scaling, online and offline algorithms, bin packing problem.

I. INTRODUCTION

In a traditional dedicated hosting environment, the usage of hardware resources is limited. Once the resource capacity reaches its maximum, the site/application suffers from performance issue. However, cloud computing helps in building a scalable server setup. If the application needs more computing power, Cloud has the ability to launch additional compute resources on-demand and terminate them when the additional demand is no longer required. The computing capacity available to an application depends upon the count of application instances running on the servers. The application demand satisfaction capacity is higher, if the servers are more powerful and there are more instances of the application [1].

Auto-scaling is a cloud computing service feature that automatically adds or removes compute resources like virtual machines (VM) and server capacities, depending upon actual usage. It adjusts the resource capacity in cloud environment based upon the current demand and condition. Auto Scaling ensures customer satisfaction by maintaining the performance by increasing the number of instances of the application during an increase in demand and decreasing it automatically during minimum demand. Also when the resource requirement is less, energy can be saved by cutting down the utilization of servers. Auto Scaling is well suited in situations where the application demand varies unpredictably.

To better understand about automatic scaling of applications, consider a web application which has varying usage. There may be occasions where usage of application is less or there is an increase in application requirement. One option to handle variable application demand is to include sufficient number of servers that can provide enough capacity to meet the application requirements. But the drawback of this option is that, there are cases in which this extra server capacity remains unoccupied and causes increase in cost. Another option is to have enough capacity to satisfy the average application demands. However, this may cause poor customer satisfaction, when the provided capacity fails to meet the demands on the application. The concept of automatic scaling helps in this scenario. By automatic scaling, new instances of the application are added whenever it is necessary and stops them when it is not required.

The adding and removing of application instances can be can be viewed as adding and removing of items to and from the bin in a bin packing problem. In the following section of this paper, we are reviewing few optimized packing problems used for achieving resource auto scaling in cloud computing.

II. BIN PACKING PROBLEM

In the original bin packing algorithm, a set of items with various sizes has to be placed in bins so that the number of bins (with limited capacities) is minimum. There are various modifications of original bin packing problems depending upon packing situations such as:
- Packing in which there is restriction in placing items in a bin in advance not to exceed a certain number.
- Restrictions on items which can be placed into the same bin.
- Packing in which the items being packed may be allowed to disappear during the packing process.
- Packing in which there is an ordering attached to some of the weights which limits the way those items can be packed.

In the bin packing problem, there is a finite set of items with n elements and a finite number of bins or containers. The objective is to place each item to a particular bin so that the total amount of elements in a bin does not cross the capacity of the bin and also the total count of bins utilized is as small as possible.
III. ONLINE AND OFFLINE ALGORITHMS

A problem is said to be online if the input to the problem is given one at a time, and the algorithm must commit to parts of the solution over time before the entire input is revealed to the algorithm [needs editing].

An online bin packing problem is one in which each element from the item set is given one at a time and must be assigned to a bin immediately on its arrival. The packing of each item ai is based on its size and the packing of the previous items a1, a2 . . . ai−1, without having any information on neither the sizes of the subsequent items, nor their number [2]. The decisions of the algorithm are irrevocable, i.e. placed items cannot be replaced at a later stage and rejected items (in the knapsack problem) cannot be packed later.

An offline bin packing algorithm is completely aware about the list of items. So it can apply advanced strategies for packing. A Semi online algorithm is an intermediate class between on-line and offline algorithm. Semi online algorithms allow some relaxation on the on-line restriction by permitting certain additional operations in each step such as, packed items can be repacked at later stages, pre-processing the items by reordering them with respect to sizes or buffering a few items before packing those items [2].

Usually, in a Cloud environment, incoming requests are unpredictable. An online algorithm is capable of completing each request without the knowledge of the next request in the sequence. An optimal offline algorithm is one which has the capability to view the request sequence in advance. The ratio between the performance of an online algorithm and the performance of an optimal offline algorithm is called the competitive ratio of that online algorithm.

Here, we are considering class constrained versions of packing problem which model resource allocation problem in computer science. The input to the packing problem is a set of items with each item having a unit capacity and color (class). The items have to be placed in identical bins. The output to the packing problem is a placement that constitutes a subset of items from each class to be placed in the bins.

Two optimization algorithms for Bin packing problem are Class Constrained Bin Packing Problem (CCBP) and Class Constrained Multiple Knapsack Problem (CCMKP) [3].

The Multiple Knapsack version tries to develop a placement which can maximize the number of packed items. In MKP problem, there is a set of n items and m bins such that each item has a profit p and a size s, and each bin j has a capacity c. The objective is to find a subset of items of maximum profit such that they have a feasible packing in the bins.

The items that need to be packed are grouped into classes or colors in class constrained bin packing problem. Each bin has a specific capacity (v) and can occupy items from a maximum of c classes. It is called “class constrained” since the class of items that can be placed in the same bin is constrained. The aim is this packing method is that, the number of bins used for packing must be less. That is, CCBP tries to reduce the number of resources needed for satisfying the requests.

Figure 1 represents a CCBP algorithm in which each bin (server) can accommodate items (applications) from a maximum of two classes simultaneously (i.e. c=2) and each bin has a capacity to occupy at most 5 items (i.e. v=5).

![Fig. 1: Class Constrained Bin packing Algorithm [1]](image)

IV. REVIEW OF PACKING ALGORITHMS FOR AUTO SCALING

Several modified bin packing algorithms have been developed to achieve auto scaling in cloud computing. In the algorithm presented in paper [4], a single machine is shared by multiple applications. Here a set of machines having constrained resources are considered. The problem in dynamic placement of applications is to decide the number of instances of each application that has to be run and where to place them. This problem of application placement can be viewed as a variant of Class Constrained Multiple Knapsack problem. In this algorithm the inputs given to the placement controller are the current placement matrix, the placement restriction matrix, the CPU/memory capacity of each machine and the CPU/memory demand of each application. The outputs of placement controller are the updated placement matrix and load distribution matrix. The goal is to allow the sharing of a single machine among various applications, and tries to improve the application demand satisfaction, reduce the number of application starts and stops, and to balance the load across machines.
The basic idea behind this algorithm is to optimize the placement solutions repeatedly in several cycles. The application instances can be classified as idle instance, underutilized instance or fully utilized instance. The maximum demand of application that the present placement can satisfy is calculated sequentially. The algorithm ceases, if all application demands are met. If not, it switches the load across machines. Then the idle instances are stopped and start the needed ones to improve satisfaction ratio. In each cycle, the algorithm first invokes the load shifting task and then invokes the placement changing subroutine. The switching of loads before altering the placement can make later modifications of placement solution easier.

Paper [1] proposes an efficient algorithm which is semi-online. This algorithm has good demand satisfaction ratio, reduces frequency of placement change, minimize request response time and saves energy by keeping idle servers on standby when the load is low. The proposed algorithm comes under the family of color set algorithm. Each class of the items is labelled with a color and organizes them into color set. The maximum number of distinct classes (colors) that a bin can accommodate in a color set algorithm is at most ‘c’. The amount of resources available at a server for all its applications represents the capacity of a bin. The servers are assumed to be homogeneous with similar capacity and there is a finite number of servers available. The size of an item represents the amount of an application’s load. Thus the capacity of a bin is the number of units of load that can be accommodated by a server. The resource requirement of an application represents the number of items in a specific class waiting to be packed.

A review on different versions of bin packing problems namely, (I) Offline CCBP approximation algorithm, (II) Strict online CCBP algorithm, (III) Semi – online CCBP algorithm in Paper[1], (IV) Class Constrained Multiple Knapsack algorithm and (V) Placement algorithm in Paper[4] has been carried out. Table 1 shows the advantages and limitations of these algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Algorithm is aware about the input which is an added advantage in producing a better output.</td>
<td>No minimization of shuffling of already packed items, do not support item departure, assumes that input sequence is known in advance</td>
</tr>
<tr>
<td>II</td>
<td>Input sequence of items are not known in prior which is more realistic in cloud environment</td>
<td>Decisions are irrevocable, placed items cannot be replaced at a later stage and rejected items cannot be packed later</td>
</tr>
<tr>
<td>III</td>
<td>Supports items departure, low placement change frequency, short request response time, good energy saving</td>
<td>Assumes that servers are homogeneous with uniform capacity</td>
</tr>
<tr>
<td>IV</td>
<td>Maximizes total number of packed items i.e. maximizes the number of satisfied requests.</td>
<td>Rejected items cannot be packed later, does not attempt to minimize the number of knapsack used, hence it does not support green computing when the system load is low</td>
</tr>
<tr>
<td>V</td>
<td>Attempts to maximize the total satisfied application demand minimize the number of application starts and stops, and to balance the load across machines.</td>
<td>Developed for enterprise application where the applications are trustworthy unlike cloud computing, also it does not support green computing.</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Resource elasticity is one of cited service of cloud computing. Many Internet applications can benefit from an auto scaling property where their resource usage can be scaled up and down automatically by the cloud service provider. Efficient management of resources is of prime interest to both Cloud Providers and Cloud Users. Resource allocation is similar to placement of items in bin packing problem. In this paper we have performed a review on different approximations of bin packing algorithm and analyzed various properties of these algorithms.
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