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Abstract- Big Data is an emerging concept that describes innovative techniques and technologies to analyze large volume of complex datasets that are exponentially generated from various sources and with various rates. Big Data analytics, since dealing with Big Data are big challenges for the applications. Big Data analytics is the ability of extracting useful information from such huge datasets. Predictive analytics is one of types of big data analytics which is learns from experience and predict the future behavior or patterns. This paper presents a review on prediction based evolutionary algorithms which identifies the relevant accurate algorithm based on problem.
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I. INTRODUCTION

In the modern world we are overwhelmed with data, with companies such as Google and Facebook dealing with petabytes of data. Google processes more than 24 petabytes of data per day, while Facebook, a company founded a decade ago, gets more than 10 million photos per hour.

The presence of “big data”, or this massive amount of increasing data, offers both an opportunity as well as a challenge to researchers.

The term “big data” was created to define the collection of large amounts of data in structured, semi-structured, or unstructured formats in large databases, file systems, or other types of repositories, and the processing of this data in order to produce an analysis and synthesis of the trends and actions in real or almost real-time[3]. Out of the above amounts of data, the unstructured data needs more real-time analysis and bears more valuable information to be discovered, providing a more in-depth understanding of the researched subject. It is also the unstructured data which incurs more challenges in collecting, storing, organizing, classifying, analyzing, as well as managing [1].

A lot of evolution has been made in developing the capability to process, store, and analyze big data. In addition to the big data computing capability, the rapid advances in using intelligent data analytics techniques drawn from the emerging areas of artificial intelligence (AI) and machine learning (ML) provide the ability to process massive amounts of diverse unstructured data that is now being generated daily to extract valuable actionable knowledge. The proper knowledge extraction from the variety of resources needs mining, machine learning and natural languages processing techniques [2]. There are four types of analytics namely prescriptive, predictive, diagnostic, and descriptive. According to Gartner, most of the organization had used predictive compares to other types.

II. PREDICTIVE ANALYTICS

Predictive analytics refers to a technology that learns from experience to predict the future behavior of individuals in order to drive better decisions. The need to devise a new tool for predictive analytics for both types increases [15]. Predictive analytics encompasses data science, machine learning, predictive and statistical modeling and outputs empirical predictions based on given input empirical data. The underlying premise is that future can be predicted on the basis of the past experience. Predictive analytics finds its application in various humanitarian development fields ranging from healthcare to education. The fig.1 depicts the types in prediction based evolutionary algorithms.

Fig: 2 predictive analytics techniques
III. MACHINE LEARNING

Machine learning (ML), a sub-field of artificial intelligence (AI), focuses on the task of enabling computational systems to learn from data about how to perform a desired task automatically.

The goal of machine learning is to develop methods that can automatically detect patterns in data, and then to use. The machine learning task involves with statistical and probabilistic methods [5]. It process training data and produce a predictive model. Once the predictive model is created, the models provide the outcomes. The data adaptive machine learning methods can be identified throughout the science world [4].

Machine learning has many applications including decision making, predicting and it is a key enabling technology in the deployment of data mining and big data techniques in the diverse fields of healthcare, science, engineering, business and finance. The tasks can be categorized into the following major types:

IV. SUPERVISED LEARNING

In this class of ML, the learning task is to generalize from a training set, which is labeled by a “supervisor” to contain information about the class of an example, so that predictions can be made about new, yet unseen, examples. Supervised algorithm used for Classification and Regression (binary and multi-class problem) anomalie detection (one class problem). If the output (or prediction) belongs to a continuous set of values then such a problem is called regression, while if the output assumes discrete values then the problem is called classification. The followings are some of classification techniques.

a. Regression Analysis

Regression analyses mainly focus on finding relationship between a dependent variable and one or more independent variable. Predict the value of dependent variable based on one or more independent variable. The regression model basically divided uni variate and multivariate and that is further divides into linear and nonlinear, [9]

b. Naïve Bayes Classifiers

Naïve Bayes Classifiers are based on Baye’s Theorem that assumes independence among features given a class. All the attributes are analysed individually giving all of them equal importance [14]. The very surprised feature of Naive bayes is extremely fast to run large sparsed data set [6].These has been widely used for the Internet traffic classification; e.g., naïve Bayesian classification of the Internet traffic.

c. Decision Trees (DT)

Decision Trees define as popularly used intuitive method that can be used for learning and predicting about target features both for quantitative target attributes as well as nominal target attributes. It is directed tree with root node which has no incoming edges, and all other nodes with exactly one incoming edges, known as decision nodes. In the training stage each internal node split the instance space into two or more parts with optimizing the performance. After that every path from the root node to the leaf node form a decision rule. The main advantage of DT is its intuitive interpretation which is crucial even network operators have to analyze and interpret the classification method and results [7].

d. Support Vector Machines

Support Vector Machines (SVM) is a widely used supervised learning technique that is remarkable for being practical and theoretically sound, simultaneously. The approach of SVM is rooted in the field of statistical learning theory, and is systematic: e.g., training a SVM has a unique solution (since it involves optimization of a concave function).

A support vector machine is a Classification method. An SVM training algorithm builds a model that assigns new examples into one category or the other, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible.

The support vector machine has been developed as robust tool for classification and regression in noisy, complex domains. The two key features of support vector machines are generalization theory, which leads to a principled way to choose hypothesis and kernel functions, which introduce non-linearity in the hypothesis space without explicitly requiring a non-linear algorithm [8].

V. UNSUPERVISED LEARNING

The basic method in unsupervised learning is clustering. In clustering, the learning task is to categorize, without requiring a labeled training set, examples into ‘clusters’ on the basis of perceived similarity. This clustering is used to find the groups of inputs which have similarity in their characteristics. Intuitively, clustering is akin to unsupervised classification while classification in supervised learning assumed the availability of a correctly labeled training set, the unsupervised task of clustering seeks to identify the structure of input data directly.

Recommendation services to meet the requirements of users, and time technology for analysis of clustering processing is growing in importance, along with the big data analysis technologies [11].

VI. REINFORCEMENT LEARNING

Reinforcement learning differs from the supervised learning methods commonly used to fine-time deep networks. Reinforcement learning problems require learning from evaluations of a learning agent’s behavior, or reinforcements, rather than from correct, known outputs from a training set of data [12].

Simply, this is a reward/ punishment based ML technique. In this technique a learner, based on an input received, performs some action, potentially affecting the environment around it. This action is then rewarded or punished. The nature of the mapping from the actions taken by the learner to rewards/ punishments, in general, is probabilistic in nature. The eventual goal of a learner is to discover such an optimal mapping (or policy), from its actions to the rewards/ punishments, so that the average long-term reward is maximized.

VII. DEEP LEARNING

Deep learning algorithms use a huge amount of unsupervised data to automatically extract complex representation. These algorithms are largely motivated by the field of artificial intelligence, which has the general goal of emulating the human brain’s ability to observe, analyze, learn, and make decisions, especially for extremely complex problems. Work pertaining to these complex challenges has been a key motivation behind Deep Learning algorithms which strive to emulate the hierarchical learning approach of the human brain. Models based on shallow
learning architectures such as decision trees, support vector machines, and case-based reasoning may fall short when attempting to extract useful information from complex structures and relationships in the input corpus. In contrast, Deep Learning architectures have the capability to generalize in non-local and global ways, generating learning patterns and relationships beyond immediate neighbors in the data [10].

Deep learning is in fact an important step toward artificial intelligence. It not only provides complex representations of data which are suitable for AI tasks but also makes the machines independent of human knowledge which is the ultimate goal of AI and provide superior performance. It extracts representations directly from unsupervised data without human interference.

Deep learning (DL) is an ML technique that comprises deep and complex architectures. These architectures consist of multiple processing layers, each capable of generating non-linear response corresponding to the data input. These layers consist of various small processors running in parallel to process the data provided. These processors are called neurons. DL has proved to be efficient in pattern recognition, image and natural language processing. DL finds its applications in very broad spectrum of applications ranging from healthcare to the fashion industry, with many key technology giants like Google, IBM and Facebook deploying DL techniques to create intelligent products.

VIII. ASSOCIATION RULE LEARNING

It is a method for discovering interesting relations between variables in large databases. In this, we seek to learn about associations between the features present in examples. Unlike classification (supervised learning), which strictly and discretely tells the class of an example, relations or associations among various variables in an example database are considered in association rule learning. We take an example case mentioned in where a weather dataset is considered. The usual classification problem would be to tell whether, based on the values of given weather features or attributes (like temperature, outlook and wind conditions) in the dataset, a game would be played or not. If, however, we consider association learning perspective then (instead of always telling about the status of the game) different rules among different features or variables can also be considered. As an example a rule can be established that if the outlook is sunny and the game is being played then the day is going to be non-windy. This type of learning technique can be particularly important for farmers in planning their activities for the best possible crop productions.

IX. CONCLUSION

The amount of data has been increasing and data set analyzing become more competitive. Predictive analytics is the combination of analytics techniques and decision optimizations. A descriptive survey and analysis was performed to provide an overview of evolutionary algorithms. There are various techniques used for prediction in order to improve the prediction accuracy. Most of the solutions provided by the Decision Tree and Bayesian network proves to better than other techniques. However, the techniques accuracy differed based on nature of data and where it from.
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