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SECTION 1.
ABSTRACT: Big data analytics involves usage of various techniques and methods for the extraction of useful information from data having large volume, velocity and variety. With the huge amounts of data that is being produced in today’s world, big data analytics is the key to breaking down this massive amount of knowledge to find hidden patterns and gain insights from it. Searching this prodigious amount of data to find required details can be a laborious and time-consuming task. This paper proposes a fast approach for search based data retrieval. The aim is to achieve significantly low processing time and show the results by implementing it on an application for pet related searches. The algorithm used is aimed at being general so that it can be applied to various similar search applications.

Here, we discuss the importance of big data analytics combined with the usage of cloud for storage and how it can enhance our searches in future. The tools and techniques are reviewed. Conclusions are drawn concerning the design and the applications of this project.

SECTION 2.
INDEX TERMS:
Big Data Analytics: Big data analytics (BDA) applications are defined as a new category of software applications that process large amounts of data using large scale parallel processing infrastructure to uncover hidden patterns and improve retrieval efficiency.
Cloud Computing: The practice of using a network of remote servers hosted on the Internet to store, manage, and process data, rather than a local server or a personal computer to enable access from various parts of the globe.
Efficient searches: The main objective here is to reduce the time required to access, retrieve and filter real time data to obtain the required results.

SECTION 3.
INTRODUCTION:

Search based applications are applications that have a search engine as their base and are good at slicing and dicing large datasets to give out only the required subset of data. For instance, eBay has deployed BDA applications to optimise product search by processing 5 PB data with more than 4000 CPU cores, and Facebook repeats collecting and analysing more than 700 TB data every day to drive its core business. The advances in technology these days are affecting lives in various aspects be it business, medical or educational fields. The most upcoming and intriguing amongst these in the world of computer science are that of cloud computing, big data analytics and data science and mobile applications. Big data analytics deals with data with large volume, velocity and variety and performs operations on this data such as parsing, pattern matching, searching and text mining to discover the various relations and patterns among the data. Big data analytics usually processed large amounts of data, 100 TB or more sometimes, and for this it requires high performance processors that provide the required results, efficiently.

This is where cloud computing plays a vital role as it provides huge storage spaces and also attends to the computational requirements. Based on the rate at which people are moving over to cloud based architecture when compared to storing data locally, big data analytics would eventually rely on cloud computing for efficient task completion. Data analytics along with cloud computing can help people take better decisions since they will be able to access larger amount of information, compare the various factors and accordingly take a well-informed decision.

For example, if a person wants to buy a car, it would be easier for him to do so if he could access data as to which car satisfies his criteria better. He can check the ratings various cars have been given and also compare the same. Also, if analysis is done as to which is the best one to buy based on his budget it would be very simple for him to take a decision. Data analytics will help people observe patterns and gain knowledge to take well informed and pragmatic decisions. Thus, big data analytics will help take better, well informed decisions and improve our choices in life.

Cloud computing has made the access and storage of data much safer and more efficient. Data can be stored and accessed from anywhere with ease. It is currently being used by various organizations and individuals to enhance productivity and performance but at the same time, reduce costs, complexity and investments. Cloud computing relies on a set of network-connected resources shared to maximize their utilization resulting in reduced management and capital costs. Cloud computing ensures that users do not have to worry about limited space or computing capacity and overcomes a few limitations of using mobile devices.
For example, given present advent in mobile technology, multimedia applications are found to be the most popular. But they also face certain challenges such as high computing capabilities, huge storage space, and more security. Cloud computing helps us to overcome these challenges by storing all the data on cloud and making it available for the users whenever they need. Of Course, with these advantages, there are a few limitations such as delay when the mobile user is accessing the data from cloud from remote places. And along with this storage issue, there is also a challenge that is faced when it comes to the privacy of a user’s data. There are few other concerns like availability of data at any time and maintaining the integrity the data.

To obtain the required result efficiently, big data and other relevant technologies provide help in terms of data management and analytics. These technologies are designed to obtain the result from data that consists of the three Vs characteristic: volume, velocity, and variety. This data analysis helps us to find out all the hidden information and pattern, and if studied and recognised, decision making can be improved.

We wish to create an application that helps users find pets that are up for sale and the vets in and around their area by detecting their location. To accomplish this, we shall integrate mobile app development along with big data analytics which makes our job easier and also helps in the betterment of the business. A pet is always considered to be very close to humans and also people these days think pets play a major role in their lives. They go to great extent in order to own pets and take good care of them. But in the present market, there are no application that helps a user to buy pet online or put up pets for adoption. So, we want to create an application that will bring joy and pleasure to a user when it comes to their pets’ life. This application will use big data analytics to help the users in their searches.

The main aim is to improve the efficiency of these searches and reduce the amount of time needed to obtain the required results. We will accomplish this by combining big data analytics with data science that helps to overcome the limitations mentioned above. The paper consists of the following sections: Section II presents the literature review, and Section III discusses the system we wish to innovate. Section IV presents big data analytics, followed by a review of data analytics tools in Section V. Section VI concludes the paper and provides an outlook for search optimisation techniques.

SECTION 4.
RELATED WORK:

A. Data Collection

Data collection is the process of gathering information from various sources in order to later analyse this data and gather insights from it. When the data involved is of high velocity, high variety and high volume, it is called big data. This large amount of data being generated every day is present across multiple websites. There are a number of automated techniques to access this data from websites, most of which are ad-hoc and domain specific. The architecture proposed by the authors of [1] offers an easy and feasible approach for parsing and extracting data on a large scale from multiple websites with minimal human intervention. [2] proposes a single cloud based architecture for scraping of data as well as managing the feasibility of big data applications. The scalability and performance of the proposed scraper is analysed.

B. Searching

“A brief study and analysis of different Searching Algorithms” [3], discusses about the various searching algorithms that can be used to improve the efficiency of searches. Linear search is an algorithm that searches all elements of a data set to find the result or the required item. It is easy and resource efficient, but consumes a lot of time. Binary search is more efficient to search for a particular data from a sorted list. Interpolation search works by calculating the probing position in the list. Jump search algorithm uses minimum gapping value to search particular data.

A fast string searching algorithm was proposed by researchers Robert S Boyer et al. in the year 1977, which foresights the string being searched for. Here the matching is done from right to left rather than the conventional direction of left to right to find matches and patterns. If the last character of the searched character name is matched then it will examine the second last of the character name and so on until we get a positive result or terminating the process getting a negative output [4]. This method has a low execution value for best case but for worst case it takes much more time to execute the program.

The researchers Phisan Kaewprapha et al. proposed a search algorithm named Network localization using tree search in the year 2016, the algorithm is a heuristic process which works under the presence of anchor nodes (nodes, whose locations are well known) to find the locations of desired unknown nodes [5]. The addition of a new node in the existing list is done by traversing and checking it’s compatibility for neighbouring nodes and non-neighbouring nodes. Apart from solving a problem faster this method does not promise to be optimal.
Researchers Kashale Chimanga et al. proposed a search algorithm i.e. an application of best first search algorithm to demand control in the year 2016 to minimize the deficiency of electricity in Zombia. The algorithm searches for the best combination of household appliances according to their power rate and ranking. The algorithm runs through each and every appliance and alerts the user as to which appliance should be switched on or off as per their priorities. The priority (represented by a number) is given by the user. The main advantage of Best first search algorithm over Breadth first search algorithm is that as it uses heuristic functions. It is applicable for large number of appliances and produces result much faster [7]. But sometimes the result may be disvalued if the heuristic function so produced contains some errors.

A nearest neighbor search algorithm for LR-LD on high SNR was proposed by researchers Thae Thae Yu Khine et al. in the year 2016. This algorithm includes two parts that is derivation of unimodular matrix and feasible detection of symbols. But it mainly focuses on the second drawback of lattice reduction (LR) technique (feasible set of the detected symbol cannot be found without huge operation) [6]. It produces feasible set of detected symbols without lesser amount of procedures and calculations. The algorithm work same as of previous LR algorithm to derive the unimodular(matrix having perpendicular vectors) matrix [8]. Its operation is easy and execution time is much lower.

“Opiner: An Opinion Search and Summarization Engine for APIs” [28] discusses how opinions play an important role in activities related to software development. The perceptions about an API depends on how the developer will see and evaluate the API. It is very difficult to make an informed decision when there are so many APIs that are made available. The server side of Opiner collects and summarizes the opinion about an API and the client side uses a website to present the same. Opiner was evaluated for two development tasks and was found to help the developers make the right decision. APIs offers interfaces to reusable software components and are also a part of software development. Thus, with huge amounts of APIs available for various types of development task, it is very hard to select the right one. There are a lot of developer forums that help in communication to discuss and choose an API. In Opiner, when an input is given it gives you the summary of all reviews pertaining to an API. It also helps you to search for an API, see all reviews about the API, search of API aspect and also find API ratings. The developers were given access to Opiner and Stack Overflow. But when developers used only Stack Overflow there was around 66% accuracy but when they used both Stack Overflow and Opiner there was 100% accuracy. There were three challenges faced – API Mention Detection, API Opinion Association, API Opinion Summarization. Opiner architecture supported efficient implementation of algorithms and a web-based search engine with visual representation. There were four major components – Application Engine, Database, REST Web Server, and Website. An investigation took place as to how the developers were able to make decision when both Stack Overflow and Opiner were used. They detected API mentions using the technique [28] in Opiner for this evaluation. Opiner was the first tool to automatically mine and summarize opinions about an API.

“Generating Text Search Applications for Databases” [57] discusses how to connect a domain analysis tool’s output to a program generator and to implement the generator. The real-world application here involves text searching analysis. There are works on domain analysis but however to obtain domain-based reuse, the outputs of the domain analysis phase and the inputs of the domain implementation phase have to be linked. Domain engineering is the process of creating an infrastructure to support systematic reuse. It has two phases: Domain Analysis which is identifying and documenting the commonalities and Domain Implementation which is to develop and implement reusable domain assets based on knowledge got from domain analysis. The first phase must produce a domain model. It includes the domain’s scope, its vocabulary, and commonalities and variabilities. Methods of domain analysis include - the Domain Analysis and Reuse Environment [52], Family-Oriented Abstraction, Specification, and Translation [53], and Feature-Oriented Domain Analysis [54]. DARE is the domain analysis tool used here. Text search application is a subtopic in information retrieval. Users put across the information as queries and expect the required result. If not, they will modify the query and obtain the result. Text search application’s architecture comprises five main components – Index creation and maintenance, Query parser, Search, User interface, and Document services. Commonalities are decisions made during the domain analysis phase about what is common across a wide range of search applications. Variabilities are decisions made during application generation or use about domain engineering. Using DARE-web, all assets are captured and stored. Based on system or component specification, a generator returns a finished system or component. This specification can be textual or interactive [55]. A compiler will then translate the output to an executable, once the generator is done. Research in the area of application generators has always been active [56]. XML is used as a specific language because it is used in wide range of application and adopted by many companies as well because it is human-readable, machine-understandable, and has general syntax. The generator can work with the DARE-Web implementation, with a user interface, or from the command line as a standalone component. The high-level product information and the configuration data are separated because there are a lot of information about new features and old features. The overall research gave confidence to productize the application generator. A wide range of Oracle developers have used the wizard for different tasks. This project shows that we can use Oracle to build an infrastructure that supports domain engineering at a low cost of ownership, hook DARE-Web to a code generation process, thus achieving systematic reuse at the requirements level, link a domain analysis tool such as DARE to a code generator using XML tools, create successful database applications with XML, even though as a specific language it has disadvantages over other techniques.

C. Retrieval

There is a need for search applications to be optimised and reference [21] talks about data retrieval from mind maps which can help enhance search applications. This paper addresses two basic needs of search applications- determining search results and its retrieval; summarizing the contents of result to display on the result page. Various software tools exist for creation of mind maps [22] [23] [24]. In keyword search, a document is considered more relevant if its frequency is more in the document [25]. This is used for ranking of the search results. Common algorithms which use term frequency are TF-IDF [26] and BM25 [27].

The paper by Yizun Wang, Kai Chen, Yi Zhou, Qi Zheng, Haibing Guan [9], discusses about image based retrieval techniques. In such search application, user takes photo and uploads photo to server. Retrieval is done at the server side and user gets result from the server. The paper proposes an automated offline stable point filtering method for visual search applications. Various transforms to simulate effects caused while taking a photo is discussed and attended to. They are processed in the offline method to reduce the size of the retrieval application. Almost 13% memory or disk space is tried to be saved by loading SIFT features into memory while the application still maintains a high query accuracy.

Retrieval technologies are based on content based image retrieval which is different from old fashioned text annotated image retrieval applications. Text annotated image retrieval is the same as text retrieval and cannot meet the trend because the number of images grows at a very
high rate and manual annotating work takes too much time. Image features extracted automatically would create more realistic annotations. Due to the complexity of digital image, a lot of retrieval methods have been promoted.

The research break-through on distinctive local features such as SIFT [10] and SURF [11] opened up a new direction for image retrieval applications. They provide high quality matches even under severe discrepancies. A CBIR application based on SIFT combined with high dimensional search methods such as locality sensitive hashing (LSH) [12], MP-LSH [13] or other improvements [14] is created. A retrieval example is given but the application requires a lot of memory space and its query speed is sub-linear to the index size. This paper presents an improving method at the offline stage for this application. The index size using stable point filtering method both at the pre-process stage and post-process stage is reduced. Post process utilizes machine learning method to classify retrieval images to decide whether they will be used in stable point filtering. 13.83% space is saved while this application still maintains high retrieval accuracy. This method not only reduces the index size, but also improves the retrieval performance. Many integrated image retrieval systems [15] [16] [17] have been presented before. Their offline processing usually involves the index construction.

Intel suggested a copy-right detection system in 2004. This system uses 6261 gallery pictures as the base database in one of the datasets and demonstrates very high precision and recall. But it expands the 150 query images by transforms. 40 kinds of transforms are made for each query image selected out of the base database. They are all added to the base database to improve accuracy. This system has good accuracy for just 150 images which are similar. This causes increase in cost and space requirement. Although it increases the accuracy it increases redundancy and is not very pragmatic when number of images is huge and memory is less.

CORTINA [16] computes five types of feature descriptors for each image in database. CORTINA uses SIFT feature to do scene classification [18] via pLSA and collect manual annotations from web site tool at the offline stage and queries KD-Tree based index using 12-dimension CFMT feature. This system considers a lot about offline process. But its online query is not sufficient since 12-dimension feature contains only a little information. So, the accuracy will be doubtful if the image is complicated.

Video Google [17] is an object tracking system for videos. It uses clustering method to cluster nearby SIFT descriptors. Each cluster is considered a vocabulary and Video Google uses text approach to do image frame search. When the image database consists of frames from a movie, there will be

consecutive frames that have similar objects. So, the distribution of image features is appropriate for clustering. When one image in the image database has no duplicates or near duplicates, clustering method will generate many poor-quality clusters and both the performance and accuracy will lower down.

A new stable interest point has been promoted in [19] to reduce feature points in database image. It computes stability for each point in the image. A threshold value is set to filter out points whose stability value is below the threshold value. It utilizes probabilistic pose prediction model to detect whether a point is in the pose of an object. Only points agreeing with one pose will be used in stability analysis. Its idea is quite novel, but its offline process is not fully automated and pose prediction method could only determine one transform just like RANSAC [20] for all the key points and is not very accurate. Big data analytics could be used to improve this.

D. Dealing With Uncertain Data

High volumes of data like log data, business transactions, charts, images from various different fields can be easily collected from different sources. Hence, there is a need for new forms of processing this data, which is the birth of data science, which aims at preparing this data, cleaning it and using it to draw informed decisions and insights. By applying Big data analytics and mining [32], [33], data scientists can extract implicit, previously unknown, and potentially useful information from Big data. Existing Big data mining algorithms [30], [31], [34], [35] mostly focus on association analysis enabled by mining interesting patterns from precise databases. However, there are situations in which data are uncertain.

In real life applications, like the one we are focusing on, a large amount of uncertain data can be produced which might have valuable information or patterns hidden in it. The uncertainty is partially due to inherent measurement inaccuracies, sampling and duration errors, network latencies, or intentional blurring of data to preserve anonymity. In reference [29], a data science solution is presented that uses MapReduce to mine uncertain Big data for frequent patterns according to user constraints. An advantage of using MapReduce is that users can focus on just the map and reduce functions and do not have to worry about the implementation details.

In the recent past, various algorithms have been proposed to use the MapReduce model—which mines the search space with distributed or parallel computing for different Big data mining and analytics tasks [36]. Simple examples of these tasks include clustering [37], outlier detection [38], and structure mining [39]. The most important Big data mining and analytics task is frequent pattern mining, which discovers interesting knowledge in the forms of frequently occurring sets of merchandise items or events. Since the advent of frequent pattern mining [40], various studies have been conducted to mine frequent patterns from precise data traditional. However, data in many real-life applications are riddled with uncertainty [41], [42], [43]. It is partially due to various inherent measurement inaccuracies, duration and sampling errors, network latencies, and intentional blurring of data to preserve anonymity. Hence users are usually uncertain about the presence or absence of items. To handle these uncertain data, various pattern mining algorithms have been proposed. In many real-life applications, users may have some particular phenomena in mind on which to focus the mining. However, the above-mentioned algorithms mine patterns without user focus. Therefore, users often need to wait for a long period of time for numerous patterns, out of which only a tiny fraction may be interesting to the users. Hence, constrained pattern mining [44], which generally aims to find those frequent patterns that satisfy the user-specified constraints, is needed.

E. Recommendation

Keyword Based Recommendation System [45], proposes a keyword based recommendation system (KBRS), where the user’s preferences are indicated by keywords of their searches and messages. They use a user based filtering algorithm to help provide them with recommendations using map reduce programming. The current recommendation generating algorithms have a few shortcomings and need a few changes to make recommendations more specific to users and significant [46]. The advancements discuss efficient methods to represent users’ choices in a more efficient and easy way. We can also use textual information to improve the suggestions provided. Here they make use of the past references and
reviews of users to provide them with recommendations. They make use of map reduce programming but using this in our project would cause compatibility issues, and using android studio with R would be an easier and more efficient method. We will be providing recommendations as to what animals are up for adoption in our app based on users’ previous searches. There has been a lot of work that has been conducted on this topic.

In [47], Lu et al. suggested a method for adding social contextual information into recommendation systems by incorporating regularization constraints. The experimental results signify that this advances the precision and accuracy of prediction related to review quality. In [48], a technique was proposed by Mei et al. to combine topic modelling and analysis of social media. A lot of mining issues could be solved using this method. An online news recommendation system for Facebook was put forward by ChengXiang Zhai in [49]. Recommendation was based on the keywords which were created manually for a community. The system improved recommendation decisions based on feedback information. But, it is not personalized for individual Facebook user and has a mechanism only for giving recommendations for news articles. Although these methods do seem to be helpful we will not have access to social media feeds and we will be using the activities of our users to predict what the users might want. We will also be providing recommendations to the users based on searches rather than their text messages. Using big data analytics in our application will help reduce the time people spend searching for what they want and will be provided with options specific to their needs.

F. Framework
Java Framework for Search Applications by Jun-jang Jeng, Lev Kozakov and Sophia Lumelsky [50], supports integration of distributed search centric service components, and enables rapid development and comparative evaluation of search applications. The paper is focused on describing the architectural characteristics of java search service framework (JSSF), including concepts, internal mechanisms and structure. The most important parts of JSSF are domain oriented approach, model decomposition, task centric composition and event based integration. The approach used here allows a system to be broken down to units known as service states. A service state is associated with a family of components which is developed independently. The independence allows components to evolve without changes to other components as long as their functionality is not affected. Service states are common to the concept of workflow systems [51].

Although JSSF has a lot of merits these days there are simpler ways of optimising and developing search applications, one of which is using the R studio which is a simple platform that can be used to analyse and search for data using pattern matching and text analysis. It provides 500+ packages that eases a programmer’s tasks and thus reduces the effort and time required to do the same.

Even though there has been a lot of research conducted on this topic we do believe that we can optimise the searches a little further in case of mobile applications. Also, currently there are no mobile applications that provide the features we wish to provide in our application. Google provides the list of veterinarians and hospitals in and around a particular area but it is mainly focused on dogs. We want our application to be of aid to users who own pets other than dogs.

SECTION 5.
DESIGN:
Since we will be improving searches on a mobile application, and providing users with suggestions regarding their searches, we will be making use of android studio to create our application. We have chosen android studio because of the following benefits:

1. Faster deployment of fresh builds: Bringing incremental changes to an existing app code or resource is now easier and faster because of Instant Run. Code changes can be witnessed in the emulator or physical device on real-time without restarting the app or building a new APK (Android Application Package file) every time.
2. More accurate Programming: Featuring an intelligent Code Editor equipped with IntelliJ IDEA interface, Android Studio makes code writing and analysis faster, easier and more accurate. Most of the challenging areas have become a cakewalk now.
3. Faster Programming and Testing: The newly introduced emulator is 3x faster in CPU, RAM, & I/O in comparison to its predecessor. The virtual testing environment is faster than a real device and has a user-friendly UI. Sensor controls are effective to read every move of the developers. Developers can drag and drop APKs for quick installation, resize and rescale the window, use multi-touch actions (pinch & zoom, pan, rotate, tilt) and much more.
4. Inclusive app development: Making multiple builds is in the past. We can build for one and test on multiple devices using Cloud Test Lab Integration. Developers can check the compatibility and performance of an app on a wide range of physical Android devices from within Android Studio.
5. Better App Indexing: Promoting is an important component of the app marketing, and Android Studio 2.0 takes it to a new high. The App Indexing feature available in the IDE helps in creating and adding indexable URL links to the app.

All the data regarding the transactions is going to be stored on the cloud because of its various benefits mentioned earlier. The data is going to be stored on a cloud database and retrieved as and when required. Analysis of the data is going to be done by extracting or copying the data into R studio and performing text and predictive analysis. Various conditions that have to be satisfied to ensure a particular transaction is going to be analysed and portrayed. The steps for the process is given below:

Text analysis, descriptive analysis and predictive analysis is what is going to help provide users suggestions and reducing their search time. The process for each is given below:
Text analysis: Text analysis is the process of collecting, representing and processing data to recognise patterns and relations in the data. It has 3 stages: Parsing - where we convert the unstructured data to structured data to enable easy analysis of data; Searching and retrieval – where we identify the key items or words we need to find in order to analyse the data; Text mining – where we use techniques such as data mining to try and determine the patterns and relations among the data.

Descriptive analysis: Here we use text analysis and plots to describe the relations between the data and tell how each attribute or variable affects another.

Predictive analysis: Here techniques and plots such as linear regression and decision trees can be used to determine the future searches or similar transactions that a user wants. We make use of data that is available until the present, to determine decisions or searches in the future. By using the above analysis techniques, we can improve the search efficiency since we will be filtering out a lot of data so that each user can search for exactly what he wants and is provided with useful suggestions which would help optimise his searches.

SECTION 6.
SEARCH OPTIMISATION:

Our main aim is to integrate mobile application development along with data analytics to help users find the pets they want or the veterinarians they need. We want to monitor their activity and provide them suggestions and notifications whenever we feel that something that interests them comes up. We want to do this by using R studio along with Android studio to ensure search optimisation. Based on the users’ searches we would like to predict their future searches and accordingly suggest important notifications in case something of interest arises.

SECTION 7.
APPLICATIONS:

Search optimisation techniques can improve the efficiency of searches in the following fields and can be applied in any such fields where the efficiency of searching for results plays a crucial role:

- Use of BDA to retrieve information about the vets and other pet related products in and around a user’s area.
- To analyse and process data about the amount of time students put into studying and other activities and accordingly draw conclusions from their performances.
- To determine the job opportunities available based on your profile and the jobs that have been advertised online.
- Result verification, where the user can check if an algorithm is performing the required way without errors.

SECTION 8.
CONCLUSION:

The paper proposes a conceptual framework that improves search efficiency by combining multiple approaches. It proposes a model to optimise search efficiency by combining mobile application development and data analytics. We have identified the various challenges that we will have to overcome to ensure our goal is met. The various fields in which efficient searches are required are prodigious and there is no limit to its uses.
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