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Abstract
Big Data is one of the most emerging field in computer science and a broad area for analyzing, pre-processing and visualizing the large amount of data. In today’s world, large volume of data is generating day by day and handling this type of data is too critical. Data with large volume, variety and veracity is generated. The existing methods worked on performance analysis but the result is not much optimized. This paper objective is to improve the performance of big data processing and in parallel it allows to consume less power. The techniques of parallel computing is introduced for increasing performance as well as reduction in power consumption. This kind of techniques allows system to process data in parallel and simultaneously visualizing the big data for business decisions. This is one of the major challenge facing with big data in real time scenarios like data centers and social media servers.
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I. INTRODUCTION
Big Data means large volume of data. The definition of big data depends on the storage device. For example, if a chip is capable of storing 1MB then 2MB is Big Data for that particular chip. In order to make easier to access this 2MB of data for that particular chip, the data can be partitioned into chunks and accessed easily within in a shorter span of time.

Big Data system contains functional block for acquiring data from the storage device. There are some pre-processing mechanisms used to cleanse the raw data [1]. The pre-processing steps are grouped together and called as Data Acquisition block in Big Data System. They are Data Cleaning, Data Integration, Data Transformation, Data Reduction and Data Discretization. These are well known methods used for pre-processing the big data.

In order to make more efficient, Big Data can be accessed through online that is by using cloud services. This is also an emerging technology and most widely used in all organizations [2].

Cloud Computing (CC) is defined as accessing resources over a network channel. The resources may be any of these such as Data from the Data Center, Software, Hardware or an Infrastructure and also may be data of various types [3].

There are different formats of data. The raw data may be structured or unstructured format. Big Data with Cloud Computing is used in today’s world for efficient access of data. The resources also called as services. These services are given by the cloud service provider [4]. There is Service Level Agreement (SLA) between the service provider and the client or end user.

The cloud technology with big data can be provided for days, weeks, months or yearly as an agreement. The use of this technology helps IT Sector to reduce its cost, time and also increased performance with optimized power consumption. This technology works most efficiently with the help of internet. If there is poor network connectivity then the service may not be delivered properly to the end user.

Data Acquisition in Big Data plays a critical role in performance evaluation. There are parameters like disk access time, response time and availability and many more. Some of them are considered for performance evaluation and results shown as improved performance in Big Data Systems [5].

The different formats of data that is structured or unstructured data can be categorized into different classes of data. The data can be private, and public. Whenever client is accessing some resource over a network channel, client must be authenticated with their credentials which are given at the time of service level agreement [6].

Security is provided while accessing data over a network. All the data in a cloud centre is encrypted at the time of storage. Sometimes, if it is a public cloud, then the data is not encrypted. The data classes in any cloud can't be accessed until and unless the successful authentication of the client. Re-Authentication is required, if the client needs to access another class of data. Data classes of one type will be accessed many times per day or some other classes of data may not be accesses at all. For optimizing performance, data is partitioned using different existing algorithms [7].

In addition to its generic property (e.g., its rate of generation), big data sources are tightly coupled with their generating domains. In fact, exploring datasets from different domains may create distinctive levels of potential value [8]. However, the potential domains are so broad that they deserve their own dedicated survey paper. In this survey, we mainly focus on datasets from the following three domains to investigate big data-related technologies: business, networking, and scientific research. Our reasons of choice are as follows. First, big data is closely related to business operations and many big data tools have thus previously been developed and applied in industry. Second, most data remain closely bound to the Internet, the mobile network and the Internet of Things. Third, as scientific research generates more data, effective data analysis will help scientists reveal fundamental principles and hence boost scientific development. The three domains vary in their sophistication and maturity in utilizing big data and therefore might dictate different technological requirements.

II LITERATURE SURVEY
Big data differs when data volumes, number of transactions and the number of data sources are so big and complex that they require special methods and technologies. [12] This also forms the basis for the most used definition of big data, the three V: Volume, Velocity and Variety as:
Volume: Large amounts of data, from datasets with sizes of terabytes to zettabytes.

Velocity: Large amounts of data from transactions with high refresh rate resulting in data streams coming at great speed and the time to act on the basis of these data streams will often be very short. There is a shift from batch processing to real time streaming.

Variety: Data come from different data sources. For the first, data can come from both internal and external data source. More importantly, data can come in various format such as transaction and log data from various applications, structured data as database table, semi-structured data such as XML data, unstructured data such as text, images, video streams, audio statement, and more. There is a shift from sole structured data to increasingly more unstructured data or the combination of the two. Organizations have a long tradition of capturing transactional data. Apart from that, organizations nowadays are capturing additional data from its operational environment at an increasingly fast speed. Some example are listed here.

Web data: Customer level web behavior data such as page views, searches, reading reviews, purchasing. They can enhance performance in areas such as next best offer, churn modelling, customer segmentation and targeted advertisement.

Text data (email, news, Facebook feeds, documents..) is one of the biggest and most widely applicable types of big data. The focus is typically on extracting key facts from the text and then use the facts as inputs to other analytic process.[9]

Time and location data: GPS and mobile phone as well as Wi-Fi connection makes time and location information a growing source of data. At an individual level, many organizations come to realize the power of knowing when their customers are at which location. Equally important is to look at time and location data at an aggregated level. As more individuals open up their time and location data more publicly, lots of interesting applications start to emerge. Time and location data is one of the most privacy-sensitive types of big data and should be treated with great caution [12].

Smart grid and sensor data: Sensor data are collected nowadays from cars, oil pipes, windmill turbines, and they are collected in extremely high frequency. Sensor data provides powerful information on the performance of engines and machinery. It enables diagnosis of problems more easily and faster development of mitigation procedures.

Social network data: Within social network sites like Facebook, LinkedIn, Instagram, it is possible to do link analysis to uncover the network of a given user. Social network analysis can give insights into what advertisements might appeal to given users. This is done by considering not only interests the customers have personally [10].

III. EXISTING SYSTEM

Big Data is being capturing, storing and accessing from different locations. [5] Traditionally, data are stored in relational database (for example a CRM system for customer data, a supply chain management software for vendor related information) and some of these data are extracted periodically from the operational database, transformed and loaded into data warehouse for reporting and further analysis. This is typically in the realm of Business Intelligence. Such process and tool set fall short when dealing with big data. For instance, one of the largest publicly discussed Hadoop cluster (Yahoo’s) was at 455 petabytes in 2014 and it’s grown since then. There simply is no parallel relational databases or data warehouse that have come even close to those kinds of numbers. Another sweet spot for Hadoop (over relational technology) is when data comes in unstructured format, such as audio, video, text [10].

It is worthwhile to mention that there is a general misconception that new technology, such as Hadoop is replacing other technologies, such as relational database. It is not the case. It is more likely that they are being added alongside each other. The sweet spot for a massively parallel relational platform for instance, is dealing with high-value transactional data that is already structured, that needs to support a large amount of user and applications that ask repeated questions of known data (where a fixed schema and optimization pays off) with enterprise level security and performance guarantee [3].

It is often called the Hadoop eco-system when discussing the various layers of technologies used to deal with big data. For a complete list, please refer to https://hadoopecosystemtable.github.io/.

An example stack might look like [4]:

- Amazon web service for infrastructure (in the Cloud and pay as you go.
- Apache HDFS (Hadoop Distributed File System) for distributed file system
- MapReduce or Spark for distributed programming model.
- Cassandra or HBase for non-relational distributed database management system [12].

Big Data Challenges are represented below:

- Designing and deploying a big data analytics system is not a trivial or straightforward task. As one of its definitions suggests, big data is beyond the capability of current hardware and software platforms. These platforms in turn demand new infrastructure and models to address the wide range of challenges of big data. Recent works [2],[3] have discussed potential obstacles to the growth of bigdata applications. This paper strive to classify these challenges into three categories: data collection and management, data analytics, and system issues. Data collection and management addresses massive amounts of heterogeneous and complex data. The following challenges of big data must be met:
  - Data Representation: Many datasets are heterogeneous in type, structure, semantics, organization, granularity, and accessibility. A competent data presentation should be designed to reflect the structure, hierarchy, 658 VOLUME 2, 2014 H. Hu et al.: Toward Scalable Systems for Big Data Analytics and diversity of the data, and an integration technique should be designed to enable efficient operations across different datasets.
  - Redundancy Reduction and Data Compression: Typically, there is a large number of redundant data in raw datasets. Redundancy reduction and data compression without sacrificing potential value are efficient ways to lessen overall system overhead.
  - Data Life-Cycle Management: Pervasive sensing and computing is generating data at an unprecedented rate and scale that exceed much smaller advances in storage system technologies. One of the current challenges is that the current storage system cannot host the massive data. In general, the value concealed in the big data depends on data freshness; therefore, we should set up the data importance principle associated with the analysis value to decide what parts of the data should be archived and what parts should be discarded.
  - Data Privacy and Security: With the proliferation of online services and mobile phones, privacy and security concerns regarding accessing and analyzing personal information is growing. It is critical to understand what support for privacy must be provided at the platform level to eliminate privacy leakage and to facilitate various analyses. There will be a significant impact that results from advances in bigdata analytics, including interpretation, modelling, prediction, and simulation.
IV. PROPOSED SYSTEM

This paper objective is to improve performance and to optimize power consumption. The following figure depicts the architecture of proposed model:

![Architecture for Proposed Model](image)

The techniques of parallel processing is applied in data pre-processing stage for power consumption reduction an also to improve speed that is directly relate to the performance of the big data application.

The processes are categorized into three different types. They are Real time, batch and interactive processes. These can run on background as well as foreground as an application. The access time is reduced with this kind of separation and can be processed at a time.

The time of application execution reduces, so that the performance of the application also increases and also balances the utilization of power consumption.

The collected data sets may have different levels of quality in terms of noise, redundancy, consistency, etc. Transferring and storing raw data would have necessary costs. On the demand side, certain data analysis methods and applications might have strict requirements on data quality. As such, data pre-processing techniques that are designed to improve data quality should be in place in big data systems. In this section, research efforts for three typical data pre-processing techniques which are already available in the market.

They are Integration, Cleansing and Redundancy Elimination.

**Data Integration:** The extraction step involves connecting to the source systems and selecting and collecting the necessary data for analysis processing. The transformation step involves the application of a series of rules to the extracted data to convert it into a standard format. The load step involves importing extracted and transformed data into a target storage infrastructure.

**Data Cleansing** consists of five complementary steps:

- Define and determine error types;
- Search and identify error instances;
- Correct the errors;
- Document error instances and error types; and
- Modify data entry procedures to reduce future errors.

**Data Redundancy:** Data redundancy is the repetition or superfluity of data, which is a common issue for various datasets. Data redundancy unnecessarily increases data transmission overhead and causes disadvantages for storage systems, including wasted storage space, data inconsistency, reduced reliability and data corruption.

V. PERFORMANCE VISUALIZATION

The following visualization of graphs indicates the performance measured with the help of various parameters. The analytics of accessing, analyzing, storing and retrieving data is shown in the form of graph as follows:

![Performance Visualization](image)
VI. CONCLUSION
In this paper, Parallel Processing and Big Data with cloud Computing is introduced for ease of accessing data and efficient improvement in performance and balance in power consumption of Big Data application. This proposed scheme helps the client to access the big data applications over online with more security.
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