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Abstract— Two hinge steel arch is statically indeterminate structure. the degree of static indeterminacy is one for two hinged arch. the 

strain energy of a statically indeterminate structure is calculated by least work method. In this paper solid rectangular section of two 

hinge steel parabolic arch is optimized. Horizontal loading is not be considered for this study. Deflection at crown of two hinge steel arch 

calculated by unit load method. Optimization of two hinge steel arch done in MATLAB using artificial neural network(ANN) toolbox. 

Analysis of two hinge steel arch is carried out by making script in MATLAB. Cross section area of solid rectangular section and height to 

span ratio considered as a variable for optimization. Maximum deflection at crown, maximum bending and axial stresses, maximum 

shear stress consider as a constraint for optimization. Weight of arch is taken as a objective function for optimization. Supervised 

learning method used in a ANN toolbox. Type of neural network used for optimization is single-layer feed forward network. 

 

Index Terms—weight optimization, least work method, supervised learning, single-layer feed forward method 

 

 

 

I. INTRODUCTION 

In the case of two-hinged arch, we have four unknown reactions, but there are only three equations of equilibrium available. Hence, the 

degree of static indeterminacy is one for two hinged arch. The fourth equation is written considering deformation of the arch. The unknown 

redundant reaction is calculated by noting that the horizontal displacement of hinge at B is zero. In-general the horizontal reaction in the two 

hinged arch is evaluated by straightforward application of the theorem of least work which states that the partial derivative of the strain energy 

of a statically indeterminate structure with respect to statically indeterminate action should vanish. Hence to obtain, horizontal reaction, one 

must develop an expression for strain energy. Typically, any section of the arch is subjected to shear force V, bending moment M and the axial 

compression N. unit load method is used for find a vertical displacement at crown.  

Optimization is the act of obtaining the best result under given circumstances. In design, construction, and maintenance of any engineering 

system, engineers have to take many technological and managerial decisions at several stages. The ultimate goal of such decisions is either to 

minimize the effort required or to maximize the desired benefit. Since the effort required or the benefit desired in any practical situation can be 

expressed as a function of certain decisions variables. Optimization can be define as the process of finding the conditions that give the 

maximum or minimum value of a function. Artificial neural network technique is used for optimization. As soon as 1943 Warren McCulloch 

and Walter Pitts introduced models of neurological networks, recreated threshold switches based on neurons and showed that even simple 

networks of this kind are able to calculate nearly any logic or arithmetic function. Furthermore, the first computer precursors ("electronic 

brains") were developed, among others supported by Konrad Zuse, who was tired of calculating ballistic trajectories by hand. If we compare 

computer and brain1, we will note that, theoretically, the computer should be more powerful than our brain: It comprises 109 transistors with 

switching time of 10−9 seconds. The brain contains 1011 neurons, but these only have a switching time of about 10−3 seconds. Weight of the 

two hinge steel arch optimized by ANN. Supervise learning is used as a learning method and single-layer feedforward network is used as a 

type of neural network. 

 

II. METHODOLOGY IN MATLAB STUDY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Steps for analysis of two hinge steel arch 
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step-1 find reactions:                                                     

find horizontal force using force method:                            

•     
 

   
 

δBB = Deflection due to applied unit load; 

Simpson’s 1/3 rule for numerical integration: 
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•      ∫
    

   
                                                              

moment in the primary structure when load = 1kN;         

For M = -y and m = -y; 

•      ∫
  

   
     

Where y = rise at any point. 

• To find, Δ = Deflection due to external loading 

Where y = rise at any point. 

• To find, Δ = Deflection due to external loading 

 

• Find reaction va and vb, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step-1 find horizontal reaction: 

            Δ = Deflection due to external loading; 

             Xa =       ; 
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• Horizontal reaction      
 

   
  

 

 

 

• now as same as find maximum vertical deflection at crown and maximum axial and shear stresses using MATLAB script. 

• To get optimized value of width and depth of solid rectangular cross-section entered some input values like length and rise of arch 

and load. That input and output data used for train a neuron in neural network toolbox. Here we get 200 data set of input and output 

for train a neuron in neural network toolbox. This loops function calls for analysis of arch for different values of load, length and rise 

of arch and range of width 150 mm to 750 mm and range of depth 75 mm to 325 mm of rectangular cross section. 
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Input data                              Output data                     Input data                       Output data 
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 Input data                          Output data                            Input data                                           Output data        

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                Input data                                          Output data                                    Input data                                    Output data 
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          Input data                                          Output data                                    Input data                                    Output data 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III.  neural network 

• Now optimize width and depth of cross-section using artificial neural network: 

• Input data in ANN: 

1) Load on arch:   

2) Length of arch: 

3) Rise of arch: 

• Target data in ANN: 

1) Optimized depth of cross section: 

2) Optimized width of cross section: 

• Training of neuron 

5 neuron hidden layer 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Neural network training 
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Neural network training Regression 

• 8 neuron in hidden layer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Neural Network Training 
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Neural network training Regression 

• 10 neuron in hidden layer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Neural Network Training 
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Neural network training Regression 

 

IV. RESULT DISCUSSION 

We used different neuron in hidden layer to improve the final outcome of the trained neural network. Here 5,8,10 neurons are used in 

hidden layer to reach the desired outcome for optimization. Result shows that 10 neuron in hidden layer gives the best optimization result 

compare to others.  

  

 

 

 

 

 

 

 

 

 

Table 1 COMPARISON BETWEEN DIFFERENT NEURON IN HIDDEN LAYER OF NN 

 

V. CONCLUSION 

Optimization of weight of two hinge steel arch is very difficult task to perform. But with use of neural network it can be done very 

efficiently. This optimization method is little time consuming while training of dataset in neural network, but once it trained after that we 

easily find the optimization result within fraction of time. In this paper we take two hinge steel parabolic arch with full span UDL and no 

horizontal force considered in this paper. 

 The conclusions achieved from present work are: 

1. The efficiency of the Feed Forward Back-Propagation algorithm for training neural network and for optimization was examined and 

found to be good. 

2. This seamless procedure reduces the post processing time and gives all the optimized area results for user verification in a single 

click of the button with well documented format. 

Number of neuron in 

hidden layer 

5 8 

 

10 Exact 

(original) 

Width(m) 0.2164 

 

0.2059 0.2015 0.2015 

Depth(m) 0.2057 0.1990 0.1965 0.1965 
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In the present work, Optimization of two hinge steel arch is to perform. For that we use various variables like height to span ratio, load 

and width and depth of solid rectangular cross-section. For further study, horizontal force should be taken.     
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