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Abstract :  The goal of the data mining process is to extract given information from a data set and transform it into a useful structure for 

further use. Clustering is one of the most important tasks in knowledge discovery from data. The goal of clustering is to discover the 

nature structure of data or detect meaningful groups from data. But for Big data application, clustering models are faced with the 

problem of analysing large dataset and hence, result in the need for more efficient algorithms to quickly analyse large datasets. 

Clustering techniques, like K-Means are useful in analysing data in a parallel fashion. K-Means largely depends upon a proper 

initialization to produce optimal results. However, DBSCAN algorithm has the quadratic time complexity, making it difficulty in real 

application with large dataset. Proposed approach presents a method which effectively reduce time complexity of clustering modelling 

based on K-Mean algorithm along with block operation which effectively reduces time costs of clustering modelling. Redesigning of 

distance function by using Manhattan distance instead of common Euclidean distance to simplify the calculation. The focus of this paper 

is to select a good initial seeding in less time, facilitating fast and accurate cluster analysis over large datasets. 

 

IndexTerms - K means clustering, Fast Clustering, DBSCAN, Min-Max, block operation. 

________________________________________________________________________________________________________ 

 

I. INTRODUCTION 

There has been a tremendous growth in the volume of data in the recent times. Data, whether it be structured or unstructured contribute to 

this enormous collection. To draw meaningful insights from this mountain of data we need algorithms which can perform analysis on this 

data. Clustering is the process of grouping data into groups called clusters, so that the objects in the same cluster are more similar to each 

other and more different from the objects in the other group [1]. Clustering divides the data into groups (cluster) that are meaningful, useful 

or both. Clustering problem has a long history [11]; K-means method is introduced in 1957, hierarchical clustering and graph-based 

clustering, while DBSCAN [7] is presented in 1996. Clustering has wide application such as biology, statistics, pattern recognition, 

information retrieval, and data mining. 

Nowadays, the data being generated is not only huge in volume but is also stored across various machines all around the world. We need to 

process this data in parallel to reduce the cost of processing. K-Means is one of the most famous algorithms in the field of data mining [6]. Its 

scalability to large datasets and simplicity can be considered as one of the major reasons for its popularity. It is simple in data analysis and 

provides good performance. But it has a great dependence on the initial cluster centre. The selection of initial cluster centres determines the 

quality of clustering. Therefore, it is an important step to select a reasonable set of initial cluster centres in K-means algorithm. Density based 

clustering is one of the attractive methods that has been used in many applications. The key idea of density-based clustering is that the clusters 

are the areas with high density bounded by areas with lower object density. The algorithm DBSCAN uses the idea above to detect clusters and 

it can detect arbitrary-clusters with noise. However, DBSCAN has a quadratic complexity, it makes difficult in application with large data sets. 

  In this paper, we focus on the problem of boosting the performance of DBSCAN. The key idea of our approach is divide and conquer 

method including basically two steps: one is divide the datasets into blocks and then form k clusters: second apply choices to sample data 

using min-max method and then by DBSCAN hence recovered to obtain final clusters. 

 

II. THE TRADITIONAL K - MEAN ALGORITHM [6] 

An K-means algorithm is a clustering algorithm based on partition, proposed by McQUeen in 1976. The aim of Kmeans algorithm is to 

divide M points in N dimensions into K clusters so that the precision rate and the recall rate are maximum. It is not practical to require that the 

solution has maximum against all partitions, except when M, N are small and K=2. The algorithm seeks instead of “local” optima solution, 

such that no movement of an object from one cluster to another will reduce the within-cluster sum of squares. 

The basic principle of the traditional K-means algorithm is: firstly, each data object in the data set is regarded as a single cluster, randomly 

select K data objects as the initial clustering centers; secondly, successively calculate the distance of the rest data objects to each of the K 

cluster center, each data object will be categorized into the nearest cluster, and then recalculate the centroid of each cluster; repeat iteratively 

until the cluster partition is no longer changed. The process of K-means algorithm is as follows: 

 

Input: data set contained n data objects, k(the number of clusters) ; 

Output: k clusters; 

Step1: Randomly select K data objects as the initial cluster centres; 

Step2: Calculate the distances from the remaining data objects to initial cluster centres, assigned the remaining n-k data objects to the 

nearest cluster; 

Step3: Recalculate the cluster centres of each cluster; 

Step4: repeat step2 and step3 until convergence; 

 

K-means algorithm is a simple and efficient clustering algorithm [6]. Its time complexity is close to O(n*k). When the differences between 

categories are small or the scale of data set is large, K-means algorithm will perform more efficient, and get better clustering results. It has two 

major drawbacks- (1) A priori fixation of the number of clusters (2) Random selection of initial centres. So, there are different methods to 

improve the algorithm while maintaining its simplicity and efficiency. 
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III. THE DBSCAN ALGORITHM 
The density-based clustering DBSCAN is an algorithm for clustering spatial data with the presence of noise proposed by M Ester et al. in 

1996 [7]. We present here after the principle of the method. 

Given a data set D with N objects, a similarity function (called dist) between two objects, parameter     ɛ € R+. 

Definition 1: (Eps-neighbourhood of the points) the Eps-neighbourhood of a point p, denoted by NEps(p), is defined by NEps(p) = {q € D 

| dist(p,q) ≤ Eps } 

Definition 2: (directly density-reachable) A point p is directly density-reachable from a point q wrt. Eps, MinPts if  

1) p € NEps(q) and 

2) | NEps(q)| ≥ MinPts (core point condition) 

Definition 3: (density-reachable) A point p is density-reachable from a point q wrt. Eps and MinPts if there is a chain of points 

p1,p2,…,pn, p1=q, pn=p such that pi+1 is directly-reachable from pi. 

Definition 4: (density-connected) A point p is density-connected from a point q wrt. Eps and MinPts if there is a point such that both, p 

and q are directly-reachable from o wrt. Eps and MinPts. 

Definition 5: (Cluster) Let D be a data base of points. A cluster C wrt. Eps and MinPts is a non-empty subset of D satisfying the following 

conditions: 

1) Ɐ p, q: if p € C and q is density-reachable from p wrt. Eps and MinPts, then q € C. 

2) Ɐ p, q € C: p is density-connected to q wrt. Eps and MinPts. 

Definition 6: (noise) Let C1,…,Ck be the clusters of the database D wrt. Parameters Epsi and MinPtsi, i=1,…,k. Then we define the noise 

as the set of points in the database D not belonging to any cluster Ci. 

To construct a cluster, DBSCAN starts with an arbitrary point p and retrieves all points density-reachable from p wrt. Eps and MinPts. If p 

is a core point, this procedure yields a cluster wrt. Eps and MinPts. If p is a border point, no points are diensity-reachable from p then 

DBSCAN visits the next point of the database. 

 

IV. KDBSCAN USING K-MEANS AND DBSCAN 

We proposed KDBSCAN including two steps: one is partition the datasets into blocks and then form k clusters using K-Means: second 

apply choices to sample data using min-max method and then apply clustering by DBSCAN hence recovered to obtain final clusters. 

A. Block Operation: Let dataset D has M attributes and n instances. For each attribute, range is divided into f equal width. The feature space of 

D is separated to blocks of a size. N instances are assigned to these blocks and processed as one instance but weighted by number of instances 

in single block. 

B. Apply Min-Max: The idea of the Min-Max Approach is to build a set of points Y from a dataset X such that the points in Y are far from 

each other and ensures a good coverage of the each cluster.  

First a starting point y1 is randomly chosen from the dataset D. then, all the other points in Y are chosen among the points of X that Maximize 

their minimal distance from the points already in Y. the underlying idea of the Min-Max in the context of active learning is to select the points 

that is the farthest from the points that have already been used to formulate a query to the user. 

C. KDBSCAN: the pseudo code of the algorithm presented in algorithm 1. We use block to partition data. We use K-Means in the first step to 

guarantee that the blocks chosen for step 2 will cover the whole data set. The second parameter t is the percent of data that will be chosen for 

DBSCAN. After using K-Mean, KDBSCAN extracts t percent of blocks by the Min-Max method (Algorithm 2). 

 

IV. RESULTS AND DISCUSSION  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experimental dataset: Here is the list of datasets which have used in proposed method. These datasets are from NSE groups companies’ 

data on stock price. The datasets have been taken from https://www.nseindia.com/products/content/equities/equities/eq_security.htm NSE 

site of stock data, the National Stock Exchange of Indian Ltd.  

 

Algorithm 1: 

 

Input: A dataset D, the number of clusters for K-Means k, 

the proportion of data t; 

Output: Clusters and noises; 

1. Read Live Dataset and Parse data 

2. Remove noise 

3. Discrete all instance into blocks using block operation   

4. K blocks are selected as initial cluster centres. 

5. Partition data by modified k-mean 

6. Take a proportion t of points (Min-Max algorithm) 

from clusters to form a new data set E; build a 

correspondence list to associate each selected point 

with its cluster. 

7. Perform DBSCAN clustering on the set E 

8. Recover the clusters detected by DBSCAN to form 

final clusters. 

 

Algorithm 2:  

 

Min-Max method 

Input: dataset D, number of samples k 

Output: set of points selected by Min-Max Y 

• Take any reference point r 

• Insert r in Y 

• Temp =1 

• while |temp|<=k+1 

• Find the point x using Manhattan distance that 

maximize their minimal distance from the point 

already in Y 

• Insert x in Y 

• temp =temp + 1 

• endwhile 

• Remove r from Y 

• return Y 
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Fig. 1  Execution time of min-max method 

 

The experimental  results show that the execution time of Min-Max method   as the no. of records increases in the algorithm the time for 

execution of method also increases gradually. Also in DBSCAN method the clustered elements or blocks increases as we increase the 

distance of radius or coverage area of the core object and respectively non-clustered blocks value decreases. These results shows the 

efficiency of DBSCAN algorithm on the blocks for clustering.    

 

 
 

Fig. 2 Non-Clustered blocks after DBSCAN 

 
 

Fig. 3 clustered blocks in DBSCAN 

 

This paper focuses on clustering of the big data modeling, have designed a new block operation method and replaced distance by Manhattan 

distance, applied a min-max method to select the core objects for DBSCAN algorithm and provide fast clustering compare to original 

DBSCAN. 
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