
  

© 2018 JETIR May 2018, Volume 5, Issue 5                                                               www.jetir.org  (ISSN-2349-5162)  

 

   JETIR1805161   Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 879 

 
 

VIDEO SUPER RESOLUTION USING  

DEEP NEURAL NETWORKS 
 

1
Anantha Sree Skanda S N, 

2
Abhilash B S, 

3
Akash Deep, 

4
Amrit Kumar Bhuwania 

1
Student, 

2
Student, 

3
Student & 

4
Student 

Computer Science and Engineering  
BMS College of Engineering, Bangalore, India 

 

 
Abstract: Convolutional neural networks (CNN) are a special type of deep neural networks (DNN). They have so far been successfully 

applied to image super-resolution (SR) as well as other image restoration tasks. Consecutive frames are motion compensated and used as 

input to a CNN that provides super-resolved video frames as output. We investigate different options for combining the video frames 

within one CNN architecture. While large image databases are available to train deep neural networks, it is more challenging to create a 

large video database of sufficient quality to train neural nets for video restoration. We show that by using images to pre-train our model, 

a relatively small video database is sufficient for the training of our model to achieve and even improve upon the current state-of-the-art. 

We compare our proposed approach to current video as well as image SR algorithms. 

 

IndexTerms - Bi-cubic Interpolation, Convolutional neural net, Motion Compensation, FlowNet, Multi-Frame systems, Spatio-Temporal 

networks.  

 

 

I. INTRODUCTION 

Super-resolution is the process of obtaining high-resolution images from relatively lower resolution images at a certain upscaling factor. 

Extensive research has been done in the field of Single image super-resolution. Technological advancements in the last four decades have 

seen a drastic improvement in the levels of accuracy of super-resolution images. With the recent advancement in the field of neural networks, 

several learning-based algorithms have come into the scene to solve this classical problem of super-resolution. Modern learning-based 

algorithms aim at using these existing image super-resolution models and applying them for the purposes of super-resolution videos. The 

main obstacle that has kept this area of study still very much active is the concept of optical flow which is not catered by the existing 

learning based image super-resolution techniques. Many variations have been devised through the years which exploit the fields of deep 

learning and multi-frame super resolution to improve upon the existing methods and getting a higher level of accuracy and optical flow.  

The following paper describes in brief detail about the various single image and video super-resolution techniques and how they evolved 

over the years and how they differ from each other. It also explains what specific problem a technique aims to solve and what advantages one 

technique holds over the other. 

In this method, the nearest value is copied for interpolation and this technique has less computational complexity. Nearest neighbor 

interpolation is recommended for categorical data such as land use classification. 

 

II. LITERATURE SURVEY 

The existing approaches for super-resolution of images can be mainly classified into two categories, Frequency Domain Approach and 

Spatial Domain Approach. Frequency Domain Approach takes the low-resolution[LR] image and transforms it into its Discrete Fourier 

Transform(DFT) domain and combines them according to the relationship between the aliased DFT coefficients of the observed LR images 

and that of the unknown high-resolution image. While this approach cannot handle real-world applications, it is an efficient way as it is a 

spontaneous way to enhance the details as it has lower computational complexity. In Spatial Domain Approach the frequency domain 

approach has a major disadvantage that it does not support any use of prior knowledge. The main techniques used under this domain are 

Interpolation, Iterative Back Projection, Classical Multi-Image Super-resolution and Example-based Super-resolution. 

 

2.1 Interpolation 
 Interpolation is the process of transferring the image from one resolution to another without losing image quality. When we 

increase the resolution of the image from low to high, it is called up-sampling or up-scaling while the reverse is called down-sampling or 

downscaling. There exist several ways to interpolate an image: 

 

2.1.1 Bilinear interpolation 
 In Bilinear interpolation, the interpolated point is filled with four closest pixel's weighted average. Bilinear interpolation is 

recommended for continuous data like elevation and raw slope values. 

 

2.1.2 Bicubic interpolation 

 Looks at the sixteen nearest cells and fits a smooth curve through the points to find the output value. Bicubic interpolation is 

recommended for smoothing continuous data, but this incurs a processing performance overhead. 

 

2.1.3 Nearest Neighbor interpolation 
 In this method, the nearest value is copied for interpolation and this technique has less computational complexity. Nearest neighbor 

interpolation is recommended for categorical data such as land use classification. 
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2.2 Iterative Back Projection 

 This is an iterative approach for super-resolution images. In this approach, the high-resolution image is estimated by projecting 

back the difference between the estimated and the actual LR image on the interpolated image. This iterative process goes on till the cost 

function minimization is achieved.  

 

2.3 Classical Multi Image Super Resolution 

This approach works on the assumption that two or more LR images must have distinguishable features. An SR image is 

reconstructed if there are enough images available. This is inefficient in practical situations if multiple images with distinguishable features 

are not available. 

 

2.4 Example-Based Super-Resolution 

Contrary to the Classical Multi Image approach, this method is useful when only single LR image is available. Each LR patch in an 

image is replaced by its corresponding High-Resolution patch to generate the SR image. 

There exist several approaches under Example-Based Super-Resolution:  

 

2.4.1 Neighbor Embedding 

This approach selects several LR candidate patches in the dictionary by using the nearest neighbor search and employs their HR 

version for the reconstruction of HR output patches. 

 

2.4.2 Super-Resolution Forests 

This approach relies on direct mapping from LR to HR patches using random forests (RFs).  A relation of contemporary SISR to 

locally linear regression and try to fit in RFs into this approach has been demonstrated.  

 

2.4.3 Naive-Bayes Super Resolution forest 

This is a probabilistic approach for example-based SR using an external learning strategy, that provides a fast local linearization 

search, followed by a fast Local Naive Bayes strategy for patch-wise estimation. 

 

2.4.4 Learning-Based Super Resolution 

This method heavily depends on the training data as to what High-Resolution patches are retrieved for corresponding Low-

Resolution patches. The classification is done for LR and HR patches in the early stages which reduces immensely the number of 

comparisons to be done during super-resolution. 

 

These existing techniques for single image super-resolution (SISR) can be extended further for super-resolution Low-resolution videos to 

High-Resolution. This is possible by taking each frame as a separate Single Image and using the previously mentioned techniques and 

applying them to super resolute individual frames. This approach doesn't work in practical applications as it doesn't account for motion 

compensation or optical flow. With the advent of deep-learning in recent years, several techniques have come up. This is further helped by 

huge datasets available for training a neural network and fast processors. The modern state-of-the-art techniques that exploit deep-learning 

use the following sub-systems to tackle the problem of video super-resolution:  

 

Bicubic Interpolation: This is the first step of most of the techniques used. This step is used to interpolate individual frames by resizing 

them to the resolution of desired High-resolution video frame. Bicubic interpolation looks at the sixteen nearest cells and fits a smooth curve 

through the points to find the output value. Bicubic interpolation is recommended for smoothing continuous data, but this incurs a processing 

performance overhead. 

 

Motion Compensation: This step is done to compensate for the motion blur and optical flow which is not accounted for by the systems for 

single image super-resolution. Networks/Algorithms like FlowNet etc. are used which output a motion compensated frame depending on the 

consecutive frames existing before and after it. 

 

Optical Flow/Image Distortion Fixing: Image warping is the process of digitally manipulating an image such that any shapes portrayed in 

the image have been significantly distorted. Warping is used in this step for fixing the distortions and noises produced in the previous steps. 

It uses a process of forwarding and reverses mapping of consecutive frames for optical flow estimation. 

 

Convolutional Neural Networks: This is the step where actual super-resolution of individual frames occur. The output retrieved from 

previous steps after motion compensation and interpolation is fed into the convolutional neural network for actual super-resolution. The 

process of super-resolution is done by using already-trained networks that are trained using LR and HR images. 

 

III. PROPOSED WORK 

There have been numerous algorithms/techniques which may or may not use the above-specified sub-systems, relevant ones of which are 

mentioned below: 

 

3.1 Multi-Frame Super-Resolution 

Multi-Frame super-resolution (MFSR) is the process of taking multiple low-resolution (LR) video frames and constructing a single 

high-resolution (HR) video frame. Generic image SR techniques utilize image priors to generate an HR version of a single LR image input. 

Example-based methods such as [1], [2], [3] seemed to produce the most promising results. such as [3], [4] train dictionaries to learn a 

mapping from LR to HR image patches. The nearest neighbor (NN) of the input image patch is found among the LR patches in the dictionary 

and its corresponding HR image patch is used to reconstruct the input. [4] improves the above technique by using a sparse coding 
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formulation to replace the above NN strategy. Experimentation with better mapping functions kernel regression [2] and anchored 

neighborhood regression [3] has increased the speed and accuracy of the traditional example based techniques. 

  

There are trained two different classes of models, one using only single images or frames (SICNN) and one utilizing information from 

multiple frames in a video (MFCNN). For the MFCNN we take a different approach which allows us to take in a frame and its adjacent 

frames and output the high-quality version of the middle frame. In order to allow the adjacent input frames to retain all of their spatial 

information, we form a single training example by concatenating all of the input frames along the channel dimension.  

 

3.2 Spatio-Temporal Networks 

This technique enabled accurate image super-resolution in real-time. Spatio-temporal sub-pixel convolution networks effectively 

exploit temporal redundancies and improve reconstruction accuracy while maintaining real-time speed.  

Video SR methods have mainly emerged as adaptations of image SR techniques. Kernel regression methods [5] have been shown to be 

applicable to videos using 3D kernels instead of  2-D  ones  [6]. Dictionary learning approaches, which define LR images as a sparse linear 

combination of dictionary atoms coupled to an HR dictionary, have also been adapted from images [7] to videos [8]. Spatial transformer 

networks [9] provide a means to infer parameters for a spatial mapping between two images. These are differentiable networks that can be 

seamlessly combined and jointly trained with networks targeting other objectives to enhance their performance. Recently, it has been shown 

how spatial transformers can encode optical flow features with unsupervised training [10, 11, 12, 13]. Some of the merging techniques at the 

sub-pixel convolutional network are as follows: 

 

3.2.1 Early fusion 

One of the most straightforward approaches for a CNN to process videos is to match the temporal depth of the input layer to the 

number of frames. This will collapse all temporal information in the first layer and the remaining operations are identical to those in a single 

image SR network. 

 

3.2.2 Slow Fusion 

In this case, the temporal depth of network layers is configured to be and therefore some layers also have a temporal extent until all 

information has been merged and the depth of the network reduces to 1. This architecture, termed slow fusion, has shown better performance 

than early fusion for video classification [14]. 

 

3.2.3 3D-convolutions 
Another variation of slow fusion is to force layer weights to be shared across the temporal dimension, which has computational 

advantages.  Assuming an online processing of frames, when a new frame becomes available the result of some layers for the previous frame 

can be reused. 

 

3.3 End to End Learning Technique 

The task of providing a good estimation of a high-resolution (HR) image from low-resolution(LR) minimum up-sampling effects, 

such as ringing, noise, and blurring studied extensively [15,16,17,18]. Motion estimation is a longstanding research topic in computer vision, 

and a survey is given in [19]. In this work, we aim to perform video super-resolution with a CNN-only approach. The FlowNet2 by Ilg et al. 

[20] yields state-of-the-art accuracy but is orders of magnitudes faster than traditional methods. 

For motion estimation, we used the FlowNet2-SD variant from [20]. For the warping operation, implementation from [20] is used, which 

also allows a backward pass while training. The combined network is trained on complete images instead of patches. Motion compensation 

with FlowNet2 [20] seems to be marginally sharper than motion compensation with Drulea [21]. The joint training reduces ringing artifacts. 

 

3.4 Bi-Directional Recurrent Convolutional Neural Networks 

Super-resolving a low-resolution video is usually handled by either single-image super-resolution (SR) or multi-frame SR. Single-

Image SR deals with each video frame independently and ignores intrinsic temporal dependency of video frames which actually plays a very 

important role in video super-resolution. Existing multi-frame SR methods generally model the temporal dependency by extracting sub-pixel 

motions of video frames, e.g., estimating optical flow based on sparse prior integration or variation regularity [22, 23, 24]. Recurrent neural 

networks (RNNs) can well model long-term contextual information for the video sequence. 

 

Bidirectional recurrent convolutional network (BRCN) is used to efficiently learn the temporal dependency for multi-frame SR. The 

proposed network exploits three convolutions. Feedforward convolution models visual-spatial dependency between a low-resolution frame 

and its high-resolution result. Recurrent convolution connects the hidden layers of successive frames to learn temporal dependency. Different 

from the commonly-used full recurrent connection in vanilla RNNs, it is a weight-sharing convolutional connection here. Conditional 

convolution connects input layers at the previous time-step to the current hidden layer, to further enhance visual-temporal dependency 

modeling. In each sub-network, there are four layers including the input layer, the first hidden layer, the second hidden layer and the output 

layer, which are connected by three convolutional operations. 

 

IV CONCLUSION 

 Utilizing profound learning methods for SISR, we have proposed a novel multi-outline VSR method that effectively exploits pixel 

data from nearby outlines. While the field of VSR is excessively youthful, making it impossible to have a plainly cutting-edge technique, our 

model essentially beats the strategies that we could think about it to be. Our outcomes likewise affirm that VSR is a less demanding and 

hence more encouraging issue to unravel than SISR, as we were ready to enhance the nature of the video considering different outlines more 

than if we had just access to one casing at a period. Be that as it may, while our strategy has incredible execution on normal, it is awfully 

conflicting starting at yet to be utilized for the most part. Future work incorporates adjusting the models altogether to create a heartier 

calculation for VSR that isn't subject to the same number of anomalies and sudden or unforeseen drops in execution. One plan to battle this is 
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to include higher regularization to the models, which may decrease the mean change be that as it may, altogether diminish its fluctuation. 

Another is to outfit numerous models and take the most prevalent decision among these for every pixel to diminish the likelihood that a 

solitary model on a subset of pixels. 
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