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ABSTRACT: Representation and storage of meta data plays a crucial role in information retrieval. Several 

mathematical models are being used for building effective systems. As the data is growing exponential 

level in the quest for new techniques sheaf theory offers a promising approach which deals with 

connections between local and global properties of sets of objects. Ever since Jean Leray’s introduction 

of the sheaves it attracted many of the scientists and researchers from various fields of Science and 

Engineering. In the present paper, a data representation model is proposed  based on  sheaf 

representation via tolerances. 
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1. INTRODUCTION: 

 

In the recent past digital explosion has been creating huge volumes of data in both structured and 

unstructured forms. Ever since Edger Codd has created the relational model for structured data bases, there 

is a paradigm shift in the information management.  The concepts of Internet of Things has revolutionised 

the data generation and transmission in unstructured domain as well. To extract meaningful and relevant 

information from huge volumes of data, several mathematical models are applied in practice. Mere keyword 

based search is not giving good results as the same word may represent different entities in domains. To 

address this problem NLP techniques are investigated by several researchers. Semantic web concepts are 

proposed. However not much progress is being made in this direction as it lacks a sound mathematical base.  

 

Jean Leray introduced Sheaf representations. To deduce global properties from the local data, 

Sheaves constructed over topological spaces are suitable. There are several approaches and notations to 

study the theory of sheaves. It has been successfully applied to Differential Geometry, complex analysis, 

algebraic topology. Recently these concepts are being applied to the field of parallel programming, 

understanding Networks [17]. Comer [1], Keimel [2], Hofmann [3], Davey [5], Swamy [4] studied about the 

representations of algebraic structures through sheaves defined over topological spaces. Swamy [4] and 

Wolf [7] independently developed the sheaf construction mechanism based on Chinese Remainder Theorem 

for universal algebra. Using equivalence relations (congruences) on the set (algebra). Recently 

M.P.K.Kishore et al., [6] gave a construction mechanism of sheaves of sets suing tolerances. Sheaves over 

tolerances offer flexibility to apply the concepts to real time entities as most of the relations are reflexive 

and symmetric only.  

 

In the present work the concept of tolerance relation based sheaves is applied to an information 

system. A general frame work is developed to store the meta data which is stored in the forms of stalks of 

the sheaf. Once a query is posed, first the query is operated on the meta data and identifies the relevant stalk 

and the corresponding tolerance classes.    

 
2. PRELIMINARIES: 

 

Basic definitions related to sets and sheaves were presented in this section. 

 
Definition 2.1. A relation defined on a set is said to be an equivalence relation if it is a reflexive, transitive and 

symmetric.  

 

http://www.jetir.org/


© 2018 JETIR May 2018, Volume 5, Issue 5                                           www.jetir.org  (ISSN-2349-5162)  

JETIR1805430 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 1526 

 

Definition 2.2. A relation defined on a set is said to be a tolerance relation if it is a reflexive, and symmetric.  

 
Definition 2.3: Let 𝑋 be a non-empty set and 𝑊 be a collection of subsets of 𝑋satisfying the following three 

conditions:  

1. 𝑊 shall contain empty set ∅ and the total set 𝑋. 

2. Under finite intersections 𝑊 is closed. 

3. Under arbitrary unions 𝑊 is closed. 

Then 𝑊 is called a topology on 𝑋, the members of 𝑊 are called open sets and the pair (𝑋, 𝑊)is called a 

topological space. 

A set 𝑋 for which a topology 𝑊 has been specified is called a topological space. 

Example 2.4: Let 𝑋 = {1, 2, 3, 4, 5} and 𝑊 = {𝜙,   𝑋, {1, 2}, {1, 2, 3}, {1, 3, 4}, {1, 2, 4}, {2, 3},

{2, 3, 4}, {3, 4 , 5}} are some collection of subsets of 𝑋. 

Clearly 𝜙 and 𝑋 are in 𝑊. 

{1, 2, 3} ∪ {1, 2} = {1, 2, 3} ∈ 𝑊 and {1, 2, 3} ∪ {1, 3, 4} = {1, 2, 3, 4} ∈ 𝑊 

Also {1, 2, 3} ∩ {1, 2} = {1, 2} ∈ 𝑊 

So we can say that 𝑋 is a topological space. 

Definition 2.5: A subset 𝑄 of  𝑋 is said to be open in 𝑋 if for each 𝑦 ∈ 𝑄 there is a basis element 𝑃 ∈ 𝛽 such 

that 𝑦 ∈ 𝑃 and 𝑃 ⊆ 𝑄. 
 

Definition 2.6: Let(𝑋, 𝜐) and (𝑌, λ) be two topological spaces. A mapping𝑔: 𝑋 → 𝑌 is said to be continuous if 

for each 𝑈 open in Y, 𝑔−1(𝑈) is open in 𝑋, we can say in other words the mapping that it brings back open 

sets in Y to open sets in 𝑋. 

 
Definition 2.7: Let(𝑋, 𝜐) and (𝑌, λ) be topological spaces and let 𝑔 be a mapping of 𝑋into 𝑌. Then 𝑔 is said to 

be a homeomorphism if and only if 𝑔 is isomorphic, continuous and an open map between the two 

topological spaces 𝑋 and 𝑌. 

 
Definition 2.8: Let(𝑋, 𝜐) and (𝑌, λ) be topological spaces and let 𝑔 be a mapping of 𝑋 into 𝑌is a local 

homeomorphism if for every point 𝑥 ∈ 𝑋 there exists open sets𝐺, 𝐴 containing 𝑋, 𝑔(𝑋) respectively such 

that the restriction 𝑔|𝐺: 𝐺 → 𝐴 is a homeomorphism. 

 
Definition 2.9: Let 𝐴 and 𝐵 be sets. The disjoint union of 𝐴 and 𝐵 is the set represented by 𝐴 ⊔ 𝐵 of elements 

of the form(𝑎, 𝐴) or (𝑏, 𝐵) where 𝑎 ∈ 𝐴and 𝑏 ∈ 𝐵, symbolically we write 𝐴 ⊔ 𝐵 = {(𝑎, 𝐴)|𝑎 ∈ 𝐴} ∪
{(𝑏, 𝐵)|𝑏 ∈ 𝐵} 
 

Example 2.10: Let 𝐴 = {1, 2, 3} and 𝐵 = {2, 3}. The disjoint union of 𝐴 and 𝐵 is 𝐴 ⊔ 𝐵 = {(1, 𝐴), (2, 𝐴), (3,
𝐴), (2, 𝐵), (3, 𝐵)} 

 
Sheaves are constructions that relate ideas of number theory, algebraic geometry, and topology.  In 

topology, the sheaves encode distinctions between local and global properties of a space. So we can 

consider sheaf as a mathematical tool for storing locally defined information attached to the open sets of a 

topological space. 

Definition 2.11: 

A sheaf is represented by a triple(𝐺, 𝜋, 𝑋)which admits the following conditions: 
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a. 𝐺 𝑎𝑛𝑑 𝑋be two topological spaces. 

b. 𝜋: 𝐺 → 𝑋be the local homeomorphism from 𝐺  onto 𝑋. 

So is,  𝜋: 𝐺 → 𝑋 is a surjection in such a way that for any𝑔 ∈  𝐺, there exists open sets 𝐴, 𝐵 in 𝐺, 𝑋 

respectively such that 𝑔 ∈  𝐴, 𝜋(𝑔) ∈ 𝐵 also 𝜋|𝐴: 𝐴 → 𝐵 is a homeomorphism. In this𝐺 𝑎𝑛𝑑 𝑋 are named 

the sheaf space and the base space respectively and  is named the projection map. Often we called that (𝐺,
𝜋, 𝑋) is a sheaf over𝑋. For any 𝑝 ∈ 𝑋, 𝜋−1(𝑝) ≠ ∅ and is named the stalk at 𝑝, we represent this by 𝐺𝑝. 

Note that 𝐺 is the disjoint union of all 𝐺𝑝
′𝑠. 

 
Definition 2.12: Let (𝐺, 𝜋, 𝑋) be a sheaf and 𝑌 ⊆ 𝑋. A section on 𝑌 is a continuous mapping𝑔: 𝑌 → 𝐺  such 

that 𝜋 ∘ 𝑔 = 𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦. Sections on the total space𝑋 are called global sections. 
 

Definition 2.13: Let (𝐺, 𝜋, 𝑋) be a sheaf. If for every𝑔 ∈ 𝐺, there is a global section 𝑔 and  𝑦 ∈ 𝑋 such 

that 𝑔 ∈ 𝑓(𝑋), then (𝐺, 𝜋, 𝑋) is called a global sheaf. 

3. STRUCTURE OF A SHEAF: 

In this section, the construction of sheaf for an information system is given. Given a topological space of 

concepts where each concept consists of key words. Tolerance classes are constructed for each concept. The 

tolerance classes for each of the concepts forms a stalk. The disjoint union of stalks topologised with a 

topology relevant to the topology defined on concepts forms the global sheaf. The global nature of the sheaf 

ensures that each document is associated with at least one concept. In this model provision for explicitly 

stating the concept along with key word is also considered to optimize the search and retrieval process. 

Let𝐷 denote the set of documents and 𝐶 denote the set of concepts where each 𝑐 ∈ 𝐶  is described by 𝑐 =
{𝑘1, 𝑘2, 𝑘3, … , 𝑘𝑛}key words.  

Let 𝑋 = (𝐶, 𝑇)be a topological space on the set of key words with some topology 𝑇. 

Define for each 𝑐 ∈ 𝐶, 𝑅𝑐 = {(𝑑𝑖, 𝑑𝑗) ∈ 𝐷 × 𝐷 | 𝑘(𝑑𝑖) ∩ 𝑘(𝑑𝑗) ≠ ∅} where 𝑘(𝑑𝑖) is the set of key words in 

the document 𝑑𝑖. 

Let 𝑅𝑐 be the tolerance relation corresponding to the concept𝑐 and 𝑐 ↦ 𝑅𝑐 be a mapping from 𝑋 into 

𝑇𝑜𝑙(𝐷). 

Let 𝐺𝑐 be the quotient set 𝐷|𝑅𝑐 for any 𝑐 ∈ 𝐶. 

Define 𝐺 =⊔𝑐∈𝐶 𝐺𝑐be the disjoint union of 𝐺𝑐′𝑠. 

Define 𝑑𝑖̂: 𝑋 → 𝐺 by 𝑑𝑖̂(𝑐𝑗) = [𝑑𝑖]𝑅𝑐𝑗
for each 𝑑𝑖 ∈ 𝐷 and 𝑐𝑗 ∈ 𝐶 

Consider a topology on 𝐺 such that each 𝑑𝑖̂ is open and continuous for each 𝑑𝑖 ∈ 𝐷 and define 𝜋: 𝐺 → 𝑋 by 

𝜋({𝑑𝑖, 𝑑𝑗}, 𝑐𝑘) = 𝑐𝑘. Then(𝐺, 𝜋, 𝑋)forms a triple. 

 
Theorem 3.1: The triple (𝐺, 𝜋, 𝑋) defined as above is a global sheaf if and only if for every 𝑑1, 𝑑2 ∈

𝐷,   𝑋(𝑑1, 𝑑2) = {𝑐𝑘 ∈ 𝑋|𝑑𝑖̂(𝑐𝑗) = 𝑑2̂(𝑐𝑗)}is open in 𝑋.  

Proof of the above theorem is given in [6]. 

 
Note3.2:  

In the above construction we may choose a convenient topology on the set of all concepts and obtain the 

corresponding sheaf of sets over an information system. Similarly by considering different tolerance 

relations on the set of all documents we get suitable sheaf spaces. 
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4. ILLUSTRATION: In the following we have taken a set of documents and the set of concepts consisting set 

of key words in an information system form. 

Consider an information system given by 

𝐶(𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠)
/𝐷(𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠) 

𝑐1 
(Programming) 

𝑐2 
(Mathematics) 

𝑐3 
(Hardware) 

𝑑1 Python, Logic Numerical Methods, Logic PLC, C-language 

𝑑2 Logic, Mat lab Mathematica, Cobinatorics C-language, HDLC 

𝑑3 Java, Mat lab Algorithms, Logic HDLC, 

ARM Processor 

𝑑4 Scala, 

Functonal Programming 

GraphTheory, Combinatorics ARM Processor, VLSI 

𝑑5 R-Programming, Scala Algoritms, Numerical Methods PLC, VLSI 

For the sake of example consider discrete topology on the set of concepts X = {c1, c2, c3}. 

Now we write the set of all Tolerance relations defined on the set of documents {𝑑𝑖}𝑖=1𝑡𝑜 5denoted by 𝑅𝑐 

corresponding to the concepts{𝑐𝑖}𝑖=1𝑡𝑜 3. 

𝑅𝑐 = {

(𝑑1,𝑑1), (𝑑2,𝑑2), (𝑑3,𝑑3), (𝑑4,𝑑4), (𝑑5,𝑑5) , (𝑑1,𝑑2), (𝑑1,𝑑3), (𝑑1,𝑑5), (𝑑2,𝑑1),

(𝑑2,𝑑3), (𝑑2,𝑑4), (𝑑3,𝑑1), (𝑑3,𝑑2), (𝑑3,𝑑4), (𝑑3,𝑑5), (𝑑4,𝑑2), (𝑑4,𝑑3), (𝑑4,𝑑5),

(𝑑5,𝑑1), (𝑑5,𝑑3), (𝑑5,𝑑4)

} 

Also the tolerances related to the individual documents{𝑑𝑖}𝑖=1𝑡𝑜 5 are as follows. 

𝑇𝑜𝑙(𝑑1) = {𝑑1, 𝑑2, 𝑑3, 𝑑5} 

𝑇𝑜𝑙(𝑑2) = {𝑑1, 𝑑2, 𝑑3, 𝑑4} 

𝑇𝑜𝑙(𝑑3) = {𝑑1, 𝑑2, 𝑑3, 𝑑4, 𝑑5} 

𝑇𝑜𝑙(𝑑4) = {𝑑2, 𝑑3, 𝑑4, 𝑑5} 

           𝑇𝑜𝑙(𝑑5) = {𝑑1, 𝑑3, 𝑑4, 𝑑5} 

The tolerance relations corresponding to the concepts {𝑐𝑖}𝑖=1𝑡𝑜 3are given as follows. 

𝑅𝑐1
= {

(𝑑1,𝑑1), (𝑑1,𝑑2), (𝑑2,𝑑1), (𝑑2,𝑑2), (𝑑2,𝑑3),

(𝑑3,𝑑2), (𝑑3,𝑑3), (𝑑4,𝑑4), (𝑑4,𝑑5),

(𝑑5,𝑑4), (𝑑5,𝑑5)

} 

𝑅𝑐2
= {

(𝑑1,𝑑1), (𝑑1,𝑑3), (𝑑1,𝑑5), (𝑑2,𝑑2), (𝑑2,𝑑4),

(𝑑3,𝑑1), (𝑑3,𝑑3), (𝑑3,𝑑5), (𝑑4,𝑑2),

(𝑑4,𝑑4), (𝑑5,𝑑1), (𝑑5,𝑑3), (𝑑5,𝑑5)

} 
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𝑅𝑐3
= {

(𝑑1,𝑑1), (𝑑1,𝑑2), (𝑑1,𝑑5), (𝑑2,𝑑1), (𝑑2,𝑑2),

(𝑑2,𝑑3), (𝑑3,𝑑2), (𝑑3,𝑑3), (𝑑3,𝑑4),

(𝑑4,𝑑3), (𝑑4,𝑑4), (𝑑4,𝑑5), (𝑑5,𝑑1), (𝑑5,𝑑4), (𝑑5,𝑑5)

} 

The tolerance classes of documents {𝑑𝑖}𝑖=1𝑡𝑜 5corresponding to 𝑅𝑐1
are given as follows. 

[𝑑1]𝑅𝑐1
= {𝑑1, 𝑑2}, [𝑑2]𝑅𝑐1

= {𝑑1, 𝑑2, 𝑑3} 

[𝑑3]𝑅𝑐1
= {𝑑2, 𝑑3}, [𝑑4]𝑅𝑐1

= {𝑑4, 𝑑5}, [𝑑5]𝑅𝑐1
= {𝑑4, 𝑑5} 

The stalk corresponding to the corresponding to the concept 𝑐1consists all the above tolerance classes, 

denoted by  𝐺𝑐1
 

That is 𝐺𝑐1
= {[𝑑1]𝑅𝑐1

, [𝑑2]𝑅𝑐1
, [𝑑3]𝑅𝑐1

, [𝑑4]𝑅𝑐1
, [𝑑5]𝑅𝑐1

]} 

The tolerance classes of documents {𝑑𝑖}𝑖=1𝑡𝑜 5corresponding to 𝑅𝑐2
are given as follows. 

[𝑑1]𝑅𝑐2
= {𝑑1, 𝑑3, 𝑑5}, [𝑑2]𝑅𝑐2

= {𝑑2, 𝑑4} 

[𝑑3]𝑅𝑐2
= {𝑑1, 𝑑3, 𝑑5}, [𝑑4]𝑅𝑐2

= {𝑑2, 𝑑4}, [𝑑5]𝑅𝑐2
= {𝑑1, 𝑑3, 𝑑5} 

The stalk corresponding to the corresponding to the concept 𝑐2consisting all the above tolerance classes, 

denoted by  𝐺𝑐2
 

That is 𝐺𝑐2
= {[𝑑1]𝑅𝑐2

, [𝑑2]𝑅𝑐2
, [𝑑3]𝑅𝑐2

, [𝑑4]𝑅𝑐2
, [𝑑5]𝑅𝑐2

]} 

The tolerance classes of documents {𝑑𝑖}𝑖=1𝑡𝑜 5corresponding to 𝑅𝑐3
are given as follows. 

[𝑑1]𝑅𝑐3
= {𝑑1, 𝑑2, 𝑑5}, [𝑑2]𝑅𝑐3

= {𝑑1, 𝑑2, 𝑑3} 

[𝑑3]𝑅𝑐3
= {𝑑2, 𝑑3, 𝑑4}, [𝑑4]𝑅𝑐3

= {𝑑3, 𝑑4, 𝑑5}, [𝑑5]𝑅𝑐1
= {𝑑1, 𝑑4, 𝑑5} 

The stalk corresponding to the corresponding to the concept 𝑐3consisting all the above tolerance classes, 

denoted by  𝐺𝑐3
 

That is 𝐺𝑐3
= {[𝑑1]𝑅𝑐3

, [𝑑2]𝑅𝑐3
, [𝑑3]𝑅𝑐3

, [𝑑4]𝑅𝑐3
, [𝑑5]𝑅𝑐3

]} 

And 𝐺 is the disjoint union of all 𝐺𝑐
′𝑠. 

That is 𝐺 =⊔𝑐∈𝐶 𝐺𝑐 =⊔ {𝐺𝑐1
, 𝐺𝑐2

, 𝐺𝑐3
} 

http://www.jetir.org/


© 2018 JETIR May 2018, Volume 5, Issue 5                                           www.jetir.org  (ISSN-2349-5162)  

JETIR1805430 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 1530 

 

={

({𝑑1, 𝑑2}, 𝑐1), ({𝑑1, 𝑑2, 𝑑3}, 𝑐1), ({𝑑2, 𝑑3}, 𝑐1), ({𝑑4, 𝑑5}, 𝑐1), ({𝑑4, 𝑑5}, 𝑐1),
({𝑑1, 𝑑3, 𝑑5}, 𝑐2), ({𝑑2, 𝑑4}, 𝑐2), ({𝑑1, 𝑑3, 𝑑5}, 𝑐2), ({𝑑2, 𝑑4}, 𝑐2), ({𝑑1, 𝑑3, 𝑑5}, 𝑐2),

({𝑑1, 𝑑2, 𝑑5}, 𝑐3) , ({𝑑1, 𝑑2, 𝑑3}, 𝑐3), ({𝑑2, 𝑑3, 𝑑4}, 𝑐3), ({𝑑3, 𝑑4, 𝑑5}, 𝑐3), ({𝑑1, 𝑑4, 𝑑5}, 𝑐3)
} 

Now by defining 𝑑𝑖̂: 𝑋 → 𝐺 by 𝑑𝑖̂(𝑐𝑗) = [𝑑𝑖]𝑅𝑐𝑗
for each 𝑑𝑖 ∈ 𝐷 and 𝑐𝑗 ∈ 𝐶 

Consider any topology on 𝐺 such that each 𝑑𝑖̂ is open and continuous for each 𝑑𝑖 ∈ 𝐷 and define 𝜋: 𝐺 → 𝑋 

by 𝜋({𝑑𝑖, 𝑑𝑗}, 𝑐𝑘) = 𝑐𝑘. Then(𝐺, 𝜋, 𝑋)forms a triple. 

 

Consider a set of documents denoted by 𝐷. Let 𝐶denote the set of key words. Let 𝐹: 𝐷 → 𝐶  be a 

map that assigns for each document the key words present in the concept it 𝐶.  

Then(𝐷, 𝐹, 𝐶)denotes an information system.We can Construct a sheaf over a prescribed topology for this 

given information system. In the sheaf every stalk contains the tolerance classes for a prescribed set of key 

words. 

 

The storage of the metadata in the above format for the given information system facilitates quick 

query processing on the corresponding stack. Given a query with a set of key words the corresponding 

smallest element in the topology is considered and the corresponding information from the sheaf is retrieved 

from the relevant stack. 

And 𝜋−1(𝑐𝑖)𝑖=1 𝑡𝑜 3 = {𝑑𝑖}𝑖=1 𝑡𝑜 5 

𝜋−1(𝑐1)𝑝𝑦𝑡ℎ𝑜𝑛 = {𝑑1}and 𝜋−1(𝑐2)𝑙𝑜𝑔𝑖𝑐 = {𝑑1, 𝑑3} 

Now 𝜋−1(𝑐1)𝑝𝑦𝑡ℎ𝑜𝑛 ∪ 𝜋−1(𝑐2)𝑙𝑜𝑔𝑖𝑐 = {𝑑1, 𝑑3} 

And 𝜋−1(𝑐1)𝑝𝑦𝑡ℎ𝑜𝑛 ∩ 𝜋−1(𝑐2)𝑙𝑜𝑔𝑖𝑐 = {𝑑1} 

For the above example suppose for a given query to know the details about the key words Python and logic. 

The search engine immediately shows about a python a snake details. But actually we want the information 

of Python programming. So when we want to identify the correct details about our query, under the sheaf 

structure we have to give the concept (𝑐𝑖)also clearly so that the information retrieval can easily retrieve the 

data from the documents which consists of the concepts. From the above mathematical sheaf representation 

consisting of the stalks which stores the information about all the key words. Hence when we mention the 

query clearly, the search engine it searches for the concerned topology applied on the sheaf structure it 

identifies the corresponding stalk where the information is related to the python is stored in the document. 

Python key word exists in the document 𝑑1 and the key word logic presented in the documents 𝑑1, 𝑑3 but 

we want the information related to both Python and logic, if we observe the intersection of these two 

documents we can easily identify that 𝑑1is the only document which consists both key words Python and 

logic. From this the information system retrieves the information related to Python and logic. 

 

 

Also considering another example to retrieve the data related to the key words Scala and ARM Processor, 

the system performs the following operations. 

 𝜋−1(𝑐𝑖)𝑖=1 𝑡𝑜 3 = {𝑑𝑖}𝑖=1 𝑡𝑜 5 

𝜋−1(𝑐1)𝑆𝑐𝑎𝑙𝑎 = {𝑑4, 𝑑5} and 𝜋−1(𝑐3)𝐴𝑅𝑀 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 = {𝑑3, 𝑑4} 
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Now 𝜋−1(𝑐1)𝑆𝑐𝑎𝑙𝑎 ∪ 𝜋−1(𝑐3)𝐴𝑅𝑀 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 = {𝑑3,  𝑑4, 𝑑5} 

                        And 𝜋−1(𝑐1)𝑆𝑐𝑎𝑙𝑎 ∩ 𝜋−1(𝑐3)𝐴𝑅𝑀 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 = {𝑑4} 

By the above procedure we can observe that the data relevant to the Scala and ARM Processor is stored in 

the document 𝑑4. From there the information system retrieves the data related to the key words Scala and 

Arm Processor using the sheaf model consisting the stalks which stores the data in the form of tolerances 

related to the corresponding key words.  

Similarly to retrieve the information suitable to the key words GraphTheory and Combinatorics, the system 

perform the following procedure. 

𝜋−1(𝑐𝑖)𝑖=1 𝑡𝑜 3 = {𝑑𝑖}𝑖=1 𝑡𝑜 5 

𝜋−1(𝑐2)𝐺𝑟𝑎𝑝ℎ 𝑡ℎ𝑒𝑜𝑟𝑦 = {𝑑4} and 𝜋−1(𝑐2)𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑜𝑟𝑖𝑐𝑠 = {𝑑2, 𝑑4} 

Now 𝜋−1(𝑐2)𝐺𝑟𝑎𝑝ℎ 𝑇ℎ𝑒𝑜𝑟𝑦 ∪ 𝜋−1(𝑐2)𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑜𝑟𝑖𝑐𝑠 = {𝑑2,  𝑑4} 

And 𝜋−1(𝑐2)𝐺𝑟𝑎𝑝ℎ 𝑇ℎ𝑒𝑜𝑟𝑦 ∩ 𝜋−1(𝑐2)𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑜𝑟𝑖𝑐𝑠 = {𝑑4} 

From the above strategy we can conclude that  the data relevant to the Graph Theory  and Combinatorics is 

stored in the document 𝑑4. From there the information system retrieves the data related to the key words 

Graph Theory and Combinatorics using the sheaf representation mathematical model consisting the stalks 

which stores the data in the form of tolerances related to the corresponding key words Graph Theory and 

Combinatorics. 

Hence by the observation of the above we can say that from the storage of the metadata, the sheaf 

representation model retrieves the information corresponding to the query in the above process. 

5. CONCLUSION:  

In this paper a sheaf theoretic modal for information storage and retrieval using tolerance relations  

is presented.  
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