Brain Tumor Detection and Classification from MRI using Machine Learning and Image Processing Novel Approach

Melaku Eneayehu, Rahul Joshi, Foram Soni, Betselot Yeulu, Temesegan Waleign

Abstract: Brain tumor is currently a serious problem for our world many people die because of abnormally growth of human red blood cell inside human skull. Detection and classification of brain tumor is too difficult because of the complex nature of brain. Now a day’s different modern medical imaging technology is used to capture the clear image of our brain including soft tissue. Magnetic resonances Image (MRI), Posterior Emission Tomography (PET), X-Ray CT-Scan are some of the popular one. Among them MRI becomes the most common and popular because of free-radiation. Traditionally brain tumor segmentation and classification is done by radiologist that is vulnerable and prone to error, Medical Image Analysis is now becomes a hot research area in the field of Engineering and Medical, many research and method is proposed and currently also going on. In this paper a novel approach is proposed to detect and classify brain tumor using combination of image processing and machine learning algorithms. This proposed method is valid for all types of image type including the original DICOM (Digital Imaging of communication for Medicine). Image processing is mainly used for pre-processing step including skull removal, after skull removal the data is fed to unsupervised machine learning algorithm combination of K-means and fuzzy c-means segmentation, the next step is to apply Wavelet transform for feature extraction followed by Principal component analysis to reduce the dimensionality, next we evaluate around 13 features of statistical measurement, Kernel Support vector machine is used for classification of the tumor being benign and being malignant, the area of the tumor is also calculated, maximum accuracy is achieved from Gaussian radial basis with percentage of 92.6 %.
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I. INTRODUCTION

Brain tumor or sometimes it can call neoplasm is when cells grow abnormally without control. In normal biological way new cell create to replace the work of other cell when that cell die, sometimes new cell created before die of other cell [1]. There are two types of neoplasm primary and secondary or benign and malignant, benign brain tumor is non-cancerous as well as non aggressive start to spread to brain the most well known cancer type that will spread to brain’s are breast and lung cancer.

The classification as well as the grading system is given by WHO, according to their cell type and grade by visualize the cell [1]. MRI stands for magnetic resonance image it is non-invasive machine that works by generating radio wave without any radiation that affect our body for creating image [2]. MRI uses a powerful magnet where the power is measured in Tesla, the power of MRI machine that used for creating the image is reaches to 1.5T [3]. There are some terms that comes to in mind when we talk about MRI imaging technology, TR represents the repetition time, TE represents the Echo time, TR defines the successive repetition of Radio frequency energy, TE shows the delay time before Radio frequency energy, the most famous image sequence in MRI is T1-Wighted and T2-Weighted [4]. T1-weighted image is created by short TR time as well as short TE where as T2-weighted image in contrary created by long TR and long TE time [5].

In normal brain MRI T1-Wighted sequence brightness is increasing in the order of CSF,GM and WM, but in contrary when we look T2-Weighted image the reverse is true brightness in increasing in the order of WM,GM and CSF, when we see the Tumorous image in T1-Weighted image it appears same or darker than others, but this is not always true example glioblastoma, in T2-Weighted image the tumorous part is high contrast or signal value than others, but this condition is not always true, in case of lymphoma tumor[6] this makes detection and classification of brain tumor difficult task. Brain tumor segmentation is very difficult task because, in different image modality brain tumor appears different in color and position[8]. This paper is organized in the following section in section 2 we will see related work that is done before in section 3 we see the proposed method which has its own sub-section section 4 will discussed about different performance evaluation in section 5 and 6 we draw the conclusion and future scope respectively.

II. RELATED WORK


III. PROPOSED WORK

The proposed method for brain tumor detection and classification using image processing machine learning is shown in figure 1 which consist of pre-processing, skull stripping, segmentation using combination of K-means and Fuzzy C-Means, feature extraction using Wavelet transform, followed by PCA for dimensionality reduction, after this step 13 statistical feature selected and feeds to kernel SVM for classification, finally the area of tumor will be calculated and the stage also declared.

A. Image Acquisition and Pre-Processing

Image acquisition, in this stage images are imported to our system, the image is in any image format, including original DICOM (Digital imaging and communication for Medicine) and other image format, our system support access to original medical image format. If the image is DICOM file format normally its grayscale image therefore it’s not necessary to convert, but if the image is in other file format may be its RGB so we have to check the image format if the image is RGB it will convert to grayscale image. To do this we compare the image color channel, if it is more than one the image is not in gray scale format therefore conversion is needed.

![Figure 1. Proposed Method](image)

Always data is not getting easily as we want. Due to some case, in this case MRI image is noisy due to different reason, E.g. because of MRI machine or some transmission media. According to [21] MRI contains many noisy that will lead doctors to incorrect decision. Such as technician performance, MRI image by itself, the environment and patient clothing style. Therefore it is necessary to de-noise the image before using. According to[22]median filtering is more suitable for brain MRI image filtering than others like mean filter, Anisotropic filter, Adaptive filter, Winner filter and KSL filtering. Additionally[21] noise in MRI may be introduced by, may be high magnetic field strength, pulsed radio frequency, i.e. what is the oscillation of pulse per second, radio frequency coil(receiver and transmitter), Bandwidth of receiver and voxel volume. Median filter is used to increase the visualization of image by removing noise from an image that will help for further decision or later pre-processing [23]. After Median filter the next step is Contrast enhancement before using the Brain MRI image we must increase the contrast of the image. Main limitation of MRI technology for brain diagnosis is it can’t filter only the gray matter, white matter, cerebral fluid and tumor part rather it also adds the skull part and finally the images have low contrast [24].

B. Skull-Stripping

Brain is protected by strong cover called skull. During MRI imaging skull is one part of the image, but unfortunately we are not using the skull for brain tumor segmentation, therefore we have to remove the skull part the process is called skull stripping. Until now many research are going on separately i.e. only Target on how to remove the skull part from the brain or as an image pre-processing step. Many algorithms are developed but Morphological algorithms Erosion and dilation the most common and effective ways for skull removal but it is inefficient with time [25]. In this work we use mathematical Morphological operation.

C. Segmentation Technique

There are many segmentation techniques that allow extracting or detecting brain tumor. Clustering is a non-supervised machine learning method that allows to group objects based on some criteria sometimes clustering algorithm is called learning by observation rather than learning by example [26]. The most known clustering technique for image segmentation is K-means and Fuzzy C-means. Fuzzy C-Means clustering is sometimes known as by name called soft clustering that allows a single object can be grouped (clustered) into two or more cluster. Fuzzy c-means clustering nowadays used in many pattern and recognition filed [16 19 27]. Fuzzy is a way of manipulating data by providing partial membership to every pixel in an image. The value of membership is set range from 0 to 1[18]. It allows member of one cluster also member of other cluster.
K-Means clustering is one of the well known unsupervised machines learning clustering algorithm that allows clustering the query point with minimum distance measure from the query point.

D. Feature Extraction

In pattern recognition field feature extraction is a special type of dimensionality reduction that allows simplifying the most complex data. After image segmentation important feature will be extracted from segmented Image, many feature extraction algorithms are available and proposed for brain tumor detection in this methodology we apply Discrete Wavelet transform (DWT) followed by Principal Component analysis (PCA) for dimensionality reduction.

E. Discrete Wavelet Transform

DWT becomes the most popular and powerful method for medical image analysis starts from de-noising and for image compression. DWT is work by passing the signal in to a series of high and low pass filter, from low pass filter we get the approximation coefficient and from high pass filter we get the detail coefficient. Wavelet transform works generally by dividing the image signal in to different component [29], 2D-DWT becomes more popular in the field of Image processing. Fig2 shows single level decomposition of an image using DWT.

F. Principal Component Analysis

Many algorithms work better with low dimension and get trouble when they face high dimensionality data. When the number of feature that extract from the data in this case image, increases the time and space complexity is increasing therefore there must be some mechanism that handles dimensionality reduction, in this proposed method Principal component analysis will be implemented. PCA allows reducing the dimensionality of the image while keeping the information. It is one of the most powerful statistical methods. PCA has a lot of application in the field of digital imaging process, including classification of data, compression and facial recognition. PCA transforms $X \rightarrow Y$, where $X$ is matrix $N*d$ to a matrix $Y$ $N*m$. PCA concentrate to find the correlation among data, the correlation ranges from +1 to -1, where +1 indicates the positive correlation and -1 shows negative relation [30].

G. Support Vector Machine

SVM is a supervised machine learning model that used for regression and classification of linear as well as non-linear separable data. In non-linear separable it transforms to high dimensionality for finding a hyper plane (decision boundary) that will separate linearly. First invented SVM were linear SVM which used to separate linear data, later Kernel SVM was developed by M.Guyon and Vladmir N.vapnik for non-linear separable data it the technique we call kernel trick. In linear svm decision boundary calculate by $a.x+b=0$, $a.x$ is a scalar product of $a$ and $x$. [26].

IV. EXPERIMENT RESULT

In the proposed method totally we use 205 images, from this 80% used for training and 20% used for testing; the first after different conversion and pre-processing is skull-stripping.

The next step is segmentation in this method K-means and fuzzy c-means segmentation implemented respectively the output of the segmentation result is shown below.

The next step is feature extraction, classification and area calculation of tumor for feature extraction we used 2D Discrete wavelet transform and the dimension is reduced using Principal component analysis 13 statistical is used for classification and three kernel function is used for performance evaluation.

A.
Figure 3. Shows the skull-stripping method that is done using mathematical morphological method in column A there is normal MRI brain image and in column B it shows the skull-stripped image its time complexity is high but it gives good result, the first three images is benign tumor type and the second three images is malignant tumor type.

1.  
2.  
3.  

Figure 4. Shows the sample segmentation result in the proposed method in column a MRI T2-weighted scanned image shown but this method is also valid for T1-weighted image, in column b the skull-stripped image is shown, in the last column the segmented brain tumor image is shown.

Figure 5. shows sample output for the classification and area calculation in column a it shows the tumor type is benign and the area is 12.26mm² while in column b it shows the tumor type is malignant and the area is 35.27mm², the area is calculated based on the formula \((\sqrt{P})\times0.26458\text{mm}^2\), where \(P\) represents the number of white pixel in the binary image and 0.26458 because 1 pixel = 0.26458 mm.

V. PERFORMANCE EVALUATION

Since when we build our model, during classification the support vector machine classifier trained by training dataset, sometimes what happen it gives better result only for trained data, when we test unseen data it will fail this condition is called over fitting. Over fitting is the main problem while developing supervised model, to avoid this we used K-fold cross validation, which divide the original sample into equal K-sized subsamples, then K-1 subsamples is used for training data, and only 1k (subsamples) is used for validating(testing). In this proposed method we used 10 K-fold cross validation, which use 9 for training and 1 for validation, the process will iterate till k-times. In this paper totally we used 205 images, 160 images used for training and 45 images used for testing purpose from 45 image the system correctly classify 37 as benign and malignant while 8 image classified incorrectly while we use 3 kernel function namely Gaussian Radial Basis, linear kernel, polynomial kernel (Homogenous and Inhomogeneous) from all this Gaussian Radial Basis gives a high accuracy from all with percentage of 92.6% Accuracy.
VI. CONCLUSION AND FUTURE WORK

Brain tumor or neoplasm is a very serious problem in the past, now and future. Medical imaging allows to see different parts of our body clearly specially MRI. Medical image analysis currently is hot topic for research because of availability of huge data from time to time. Many methods are developed previously, in this proposed method we show how to segment and classify brain tumor from MRI using combination of k-means and fuzzy c-means segmentation and wavelet transform for feature extraction, principal component analysis is used for dimensionality reduction we get 87.8% accuracy, in this work we try to include both T1 and T2-weighted image. Many works can be extend from this work starts from improving skull removal step, time complexity since we used fuzzy c-means it takes high computational time, so reduce computational time in one work that can be extend, finally 87.8% accuracy is not enough, increasing accuracy and analysis 3-D can be extend from this work.
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