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Abstract: Social media is an internet-based form of communication. Social media platforms allow users to have conversations, share information and create web content. Billions of people around the world use social media to share information and make connections. Facebook, Twitter, Instagram, etc. are the mostly used social media applications which we use daily. We post, share, tweet in different applications in situations we go through. We also respond to many posts or tweets which were posted by popular personalities in society.

Sentiment Analysis is growing exponentially due to the importance of the automation in mining, extracting and processing information in order to determine the general opinion of a person. The problem that this paper proposes to address is to determine what methods are more suitable to extract subjective impressions in real time from Twitter, since the opinions collected from Twitter are limited to certain amount of characters and it will happen in a real-time environment, this provides an interesting scenario; we will test using both the Machine Learning Approach and the Lexicon-based Approach, It investigates the most popular document ("tweet") representation methods which feed sentiment evaluation mechanisms.

Index Terms - Sentiment Analysis, R programming, Lexicon analysis, Naïve Bayes, Logistic regression

I. INTRODUCTION

With the advancement in technology, communication has grown. It is now easier and cheap to communicate and connect with people across the world. The issue of distance is no longer an excuse for lack of communication. Communication systems have grown from wired devices to wireless devices. Social networks allow people to keep and manage accounts. Social media can be seen as a perfect replacement to conferencing makes it possible to reach many people in a very short time[1]. Social network analysis (SNA) is the process of investigating social structures through the use of networks and graph theory. It characterizes networked structures in terms of nodes (individual actors, people, or things within the network) and the ties, edges, or links (relationships or interactions) that connect them. Opinion mining (sometimes known as sentiment analysis or emotion AI) refers to the use of natural language processing, text analysis, computational linguistics, and biometrics to systematically identify, extract, quantify, and study affective states and subjective information. Sentiment analysis is widely applied to voice of the customer materials such as reviews and survey responses, online and social media, and healthcare materials for applications that range from marketing to customer service to clinical medicine.

Sentiment analysis is the process of computationally identifying and categorizing opinions expressed in a piece of text, especially in order to determine whether the writer's attitude towards a particular topic, product, etc. is positive, negative, or neutral. It aims to determine the attitude of a speaker, writer, or other subject with respect to some topic or the overall contextual polarity or emotional reaction to a document, interaction, or event. Analysing such huge data for a person is nearly impossible and for doing that we are developing a system based analysis process which makes the analysis of the textual data provided by the user or public and analysing the data and finding the sentiment of the given arguments or comment.

The major contributions of this work are: the extended comparison of sentiment polarity classification methods for Twitter text; the inclusion of combination of classifiers in the compared set, and; the aggregation and use of a number of manually annotated tweets for the evaluation of the methods [7]. Especially regarding the latter, we consider it to be a main contribution in the sense that from past experience the automated annotation of tweets based on the detection of features like the emoticons ("😊", "inburgh", etc.) has been problematic since it does not always reflect the case about the overall sentiment expressed by the author, especially when one considers the expression of no-sentiment ("neutral") through the text.

The rest of this report is structured as such: Section 2, defines the problem of sentiment analysis. Section 3 provides details about the representation models that are commonly met in the literature. Section 4, provides details about the experiments that were conducted and the results. Finally, Section 5, highlights the main conclusions from this work and reports on possible future directions for research and experimentation.

II. PROBLEM FORMULATION

According to Pang and Lee Sentiment is “, given an opinionated piece of text, wherein it is assumed that the overall opinion in it about single issue 0 item, classify the opinion as falling under one of the two opposing sentiment polarities, or locate its position on the continuum between these two polarities.” Later there is room for third category of words which do not support both the positive and negative sentiment known as neutral. In this context the problem of document-level sentiment analysis is addressed. In this problem it is assumed that documents (in contrast to sentences or features) are opinionated regarding a particular topic. In the case of Twitter, the document is referred to as a "tweet" and it has a very specific form: a text message containing at most 140 characters.

The aim is to build a program which automatically reads the sentences and identify whether the author is expressing a positive sentiment or negative sentiment or a neutral sentiment on a particular topic. We need to convert the tweeter data in such a way that the algorithm will use it as input and classify the text’s sentiment. Then we need to build a function which performs the operation of the
The related work in representation models and classification algorithms that influenced this research is presented in the next section.

Definition of lexicon analysis:--
Lexical analysis is the first phase of a compiler. It takes the modified source code from language pre-processors that are written in the form of sentences. The lexical analyser breaks these syntaxes into a series of tokens, by removing any whitespace or comments in the source code.

If the lexical analyser finds a token invalid, it generates an error. The lexical analyser works closely with the syntax analyser. It reads character streams from the source code, checks for legal tokens, and passes the data to the syntax analyser when it demands.

Graph:-

Definition of naïve base classifier:
It is a classification technique based on Bayes’ Theorem with an assumption of independence among predictors[17]. In simple terms, a Naive Bayes classifier assumes that the presence of a particular feature in a class is unrelated to the presence of any other feature. For example, a fruit may be considered to be an apple if it is red, round, and about 3 inches in diameter. Even if these features depend on each other or upon the existence of the other features, all of these properties independently contribute to the probability that this fruit is an apple and that is why it is known as ‘Naive’.

Naive Bayes model is easy to build and particularly useful for very large data sets. Along with simplicity, Naive Bayes is known to outperform even highly sophisticated classification methods.

Bayes theorem provides a way of calculating posterior probability P(c|x) from P(c), P(x) and P(x|c). Look at the equation below:

\[ P(c | x) = \frac{P(x | c) P(c)}{P(x)} \]

Above,
- \( P(c|x) \) is the posterior probability of class (c, target) given predictor (x, attributes).
- \( P(c) \) is the prior probability of class.
- \( P(x|c) \) is the likelihood which is the probability of predictor given class.
- \( P(x) \) is the prior probability of predictor.

Application of naïve bayes algorithm:-[17]
- **Real time Prediction**: Naive Bayes is an eager learning classifier and it is sure fast. Thus, it could be used for making predictions in real time.
- **Multi class Prediction**: This algorithm is also well known for multi class prediction feature. Here we can predict the probability of multiple classes of target variable.
- **Text classification/ Spam Filtering/ Sentiment Analysis**: Naive Bayes classifiers mostly used in text classification (due to better result in multi class problems and independence rule) have higher success rate as compared to other algorithms. As a result, it is widely used in Spam filtering (identify spam e-mail) and Sentiment Analysis (in social media analysis, to identify positive and negative customer sentiments)
- **Recommendation System**: Naive Bayes Classifier and Collaborative Filtering together builds a Recommendation System that uses machine learning and data mining techniques to filter unseen information and predict whether a user would like a given resource or not
Definition of logistic regression:

**Command:**

Statistics

Regression

Logistic regression

**Description**

Logistic regression [18] is a statistical method for analyzing a dataset in which there are one or more independent variables that determine an outcome. The outcome is measured with a dichotomous variable (in which there are only two possible outcomes).

In logistic regression, the dependent variable is binary or dichotomous, i.e. it only contains data coded as 1 (TRUE, success, pregnant, etc.) or 0 (FALSE, failure, non-pregnant, etc.).

The goal of logistic regression is to find the best fitting (yet biologically reasonable) model to describe the relationship between the dichotomous characteristic of interest (dependent variable = response or outcome variable) and a set of independent (predictor or explanatory) variables. Logistic regression generates the coefficients (and its standard errors and significance levels) of a formula to predict a logit transformation of the probability of presence of the characteristic of interest:

\[
\text{logit}(p) = b_0 + b_1 X_1 + b_2 X_2 + b_3 X_3 + \ldots + b_k X_k
\]

where \( p \) is the probability of presence of the characteristic of interest. The logit transformation is defined as the logged odds:

\[
\text{odds} = \frac{p}{1-p} = \frac{\text{probability of presence of characteristic}}{\text{probability of absence of characteristic}}
\]

and

\[
\text{logit}(p) = \ln\left(\frac{p}{1-p}\right)
\]

Rather than choosing parameters that minimize the sum of squared errors (like in ordinary regression), estimation in logistic regression chooses parameters that maximize the likelihood of observing the sample values.

**How to enter data**

In the following example there are two predictor variables: AGE and SMOKING. The dependent variable, or response variable is OUTCOME. The dependent variable OUTCOME is coded 0 (negative) and 1 (positive).

![Sample Dataset](image)

**III. RELATED WORK**

The main problem when researching Sentiment Analysis problem is the translation of the textual data into a format that the computer can understand and process. For that a number of methods have been developed in the years. In this paper we are going to discuss the Bag of Words method.

A bag-of-words [15] model is a way of extracting features from text so the text input can be used with machine learning algorithms like neural networks. The bag-of-words model is one of the simplest language models used in NLP. It makes an unigram model of the text by keeping track of the number of occurrences of each word. This can later be used as features for Text Classifiers. In this bag-of-words model you only take individual words into account and give each word a specific subjectivity score. Later the scores are summed together and the sentiment of the given line is classified as a positive if the sum is more than or equal to 1 and if the sum is -1 or less then it is...
classified as a negative number and is the sum reaches 0 that is considered to be a neutral sentiment. We represent the sentiment score in form of a graph.

![Lexicon model](image)

The next step is to analyze the pre-processed dataset using various machine learning algorithms and categorization tools. In this paper Naïve Bayes classifier, Logistic Regression, Lexicon and SVM[6] are examined; in isolation but also in combination.

![Learning Based approach](image)

In Naïve Bayes method we use the probabilistic model in-order to maximize their accuracy with no consideration to the size of the produced tree. Furthermore, Logistic Regression and Support Vector Machines [2] try to find a mathematical function that can predict the correlation between the variables and the class. The Logistic Regression is using various logistic functions in order to calculate a function [3] with a graphical representation that has the minimum distance from each of the training data points in the multidimensional space. The Support Vector Machines [6] use other mathematical functions, such as the minimum square function, in order to create another function with a similar graphical representation.

![Combination of Lexicon and Naïve Bayes approach](image)

Finally, the Multilayer Perceptron’s are an implementation of artificial neural networks. They consist of a number of nodes, grouped in different fully interconnected layers. Each node is mapping its input values into a set of output values, using an internal function. This way each variable will be processed by one or more of node trees. The outputs of the first layer will become the inputs of the second and so on until at least one node of each layer has been activated. That way each one of the variables can contribute into the final classification decision with an intelligently calculated weight.

IV. EXPERIMENT

For the experiments we ran, we used a tweeter dataset of 1000 tweets, that were discussed on a different topic, from the healthcare system to everyday life and politics. These tweets were rated manually by number of researchers, according their sentiment polarity towards theirs subject. That way tweets were assigned to positive, negative and neutral categories which help to train the machine learning algorithms we use.

Firstly, we set the working directory for saving or for locating the R files. Later we include the libraries which are essential for the Sentiment Analysis like “twitteR”, “ROAUTH”, “RCurl”, ”plyr”, “SentimentAnalysis”, etc., the twitteR is used to communicate with the twitter application and perform a handshake with the application. The ROAuth is used authenticate the application by using the consumer key, consumer secret, access token and access secret for which say that you are a legal user of the tweeter. We get all the information like the following figure

![Twitter App creation](image)

In the above page we click on the create new app and then we create the app and get the information as below
Using this information we can get the data from twitter for the processing.

We need to connect API for that url from where to download data and we also assign the requestURL and accessURL and also authorizeURL to connect API and later on we setup the oauth and connect. We search a topic and get all the data into a vector and later we convert it to data frame. Later we clean the text which we get in the twitter search. Then we construct a function in which we perform the data analysis and represent it in a graphical representation shown below.

sentiment analysis on the dataset

In this way we can perform the sentiment analysis and can represent the graph. As shown in the above graph the 0 represent the neutral sentiment of the user and the positive values represents the positive sentiment of the user and the negative shows the vice-versa. By using our dataset, the above graph produce which shows maximum cases are negative when compared to positive and neutral sentiment.

Naïve Bayes Approach

As shown in the above figure the probability of sentiment to a particular tweet can be categorized according to the retweet count of a tweet and by applying the Naïve Bayes approach we categorized the probability of every sentiment score accordingly.

Logistic regression Approach

When we are using the logistic regression we find that the regression process needs independent and incremental value to perform the regression, so we cannot perform the logistic regression on this particular data set.
V. CONCLUSION AND FUTURE WORK

In this paper we have discussed few very prominent methods which were used to perform Sentiment Analysis of Twitter. In this we have seen that the logistic regression has no much impact as it requires another incremental value to construct the graph it is not a better approach for the sentiment analysis, Naïve Bayes show superior or better results than the logistic and the combination of the Lexicon and Naïve Bayes show the better results because of the errors or the incorrect valuation in the Lexicon approach the Naïve Bayes shows some incorrect results which give the approach less accuracy compared to that of the Naïve Bayes approach. The work can be expanded in the future on linguistic, emoji and action using other machine learning approaches.
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