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Abstract: Particle Swarm Optimization dynamics is one of the most important members of the swarm intelligence family. This algorithm 

based on population based search, which employs a number of agents, called particles, the position and velocity of which are adapted over 

time with an ultimate objective to search the optima in a given search landscape. The paper provides an extensive review of the diversity of 

the population in corporate with the Particle Swarm Optimization algorithm. It outlines the hybridization of genetic algorithm with basic 

algorithm, called GA-PSO, then the self adapting property introduced evolutionary hybrid EPSO. Next, the paper examines the strategy for 

adjustment of particle and size, the adaptive PSO. Finally it emphasises on the tuning of parameters, the tribes. 

 

Keywords: Swarm intelligence, diversity, hybridization, self adapting, and adjustment.   

1 Introduction  

Researchers are keen to hybridize PSO with other evolutionary technique. For instance, selection, crossover and mutation 

operations in GA have been introduced into the PSO by some researchers. By the selection operation, the particles with the best 

performance are copied into the next generation to keep the best performing particles. Crossover operation is used in PSO to 

exchange information between a pair of individual particles to have the ability to jump to the new search areas like other 

evolutionary algorithms. The mutation operation is borrowed from evolutionary algorithm with the idea that PSO will increase its 

ability to escape from local optima. 

 PSO has attracted a good number of researchers from diverse domains of science, engineering and humanities, particularly 

for its following characteristics: 

Simplicity: PSO is simple, and can be easily implemented in any high level programming language. Main body of a PSO program 

comprises a few lines of code. This particular feature of PSO attracts researchers from different disciplines with minimum 

programming skill. 

Good Performance: PSO outperforms binary coded GA, and has comparable performance with real coded GA. It is found to give 

to good accuracy in determining optima for uni-modal, multi-modal, and functions with very rough surface. PSO is better than the 

differential evolutionary (DE) algorithms on occasions. DE employs a greedy search as the parameter vectors in current iteration 

is either better or of similar quality in DE. In PSO, particles move away from its historical best iteration, and thus it is not a 

greedy algorithm.  

Few Control Parameters: PSO has few control parameters; the inertial co-efficient, the local and the global acceleration 

constants. Extensive research has already been undertaken to study the performance of PSO on the selection of parameters. There 

is however scope of further research on this issue particularly, selection of control parameters to have better exploration in the 

first phase, and faster convergence in the exploitation phase.  

Low Space Complexity: Because of its low space complexity, PSO is preferred to its competitive counterparts, such as CMA-ES 

[1]. The low space complexity is a useful feature for PSO for complex optimization of high dimensional search problems. 

 

2. Hybrid PSO 

       There are so many evolutionary computation techniques that have already been tested and incorporated withthe particle 

swarm optimization algorithm. Many authors have considered incorporating selection, mutation and crossover, as well as the 

differential evolution (DE), into the PSO algorithm. The main goals are to increase the diversity of the population by:  

1)  either preventing the particles to move too close to each other and collide [2], [3] or  

2)  to self-adapt parameters such as the constriction factor, acceleration constants [4], or inertia weight [5] and  

3)  to obtain improved performance due to single constituent method alone. 

       So that, the hybrid versions of PSO have been developed and tested in different applications. The most common ones include 

hybridization of genetic algorithm and PSO (GA-PSO), evolutionary PSO (EPSO) and differential evolution PSO (DEPSO and C-

PSO) which are discussed in this section. 

Hybrid of Genetic Algorithm and PSO (GA-PSO): The GA-PSO enhance the advantages of both swarm intelligence and a 

natural selection mechanism as in GA, to increase the population of fitter agents, while decreasing the population of poorly 

performing agents in each iteration. Therefore, it possible to successively changes the current search arena by considering 
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bestp  and bestg  values, in the same time it takes a leap from one arena to another by the selection mechanism, resulting in 

acceleration in the convergence speed of the whole algorithm. 

 Basically the GA-PSO synergism employs a major aspect of the classical GA approach, which is the capability of “breeding”. 

However, some authors have also analyzed the inclusion of mutation or a simple replacement of the best fitted value, as a means 

of improvement to the standard PSO formulation [6], [7]. 

 The application of a reproduction system that modifies both the position and velocity vectors of randomly selected particles in 

order to further improve the potential of PSO to reach an optimum is considered by El-Dib et al. [6] as follows: 
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where, p is a uniformly distributed random number between ]1  ,0[ )(2,1 xparent represents the position vectors of randomly chosen 

particles, )(2,1 vparent are the corresponding velocity vectors of each parent and )(2,1 xchild , )(2,1 vchild are the offspring of the 

breeding process. 

 According to the fitness value Naka et al.,  [7] suggest, replacing agent positions with low fitness values, with those with high 

fitness, according to a selection, keeping the bestp  information of the replaced agent so that a dependence on the past high 

evaluation position is accomplished (HPSO). 

Hybrid of Evolutionary Programming and PSO (EPSO): Evolutionary PSO incorporates a selection strategy to the original PSO 

algorithm, as well as self-adapting properties for its parameters. Angeline [8] considered a tournament selection method for 

evolutionary programming (EP). This approach employs the same update formulas as in the original PSO algorithm; however, the 

particles are selected as follows. 

 The fitness value of each particle is compared with k other particles and a score point for each particle with a worse 

fitness value is recorded. The population is sorted based on this score.      

 The current positions and velocities of the best half of the swarm replace the positions and velocities of the worst half.     

 The individual best of each particle of the swarm (best and worst half) remains unmodified. Therefore, at each iteration 

step, half of the individuals are moved to positions of the search space that are closer to the optimal solution than their 

previous positions while keeping their personal best points.  

       The difference between this method and the original particle swarm is that the exploitative search mechanism is emphasized. 

This should help the optimum to be found more consistently than the original particle swarm. In addition to the selection 

mechanism, Miranda and Fonseca [4], [9], [10] introduced a self-adaptation capability to the swarm by modifying the concept of 

a particle to include, not only the objective parameters, but also a set of strategy parameters (inertia and acceleration constants, 

simply called weights). 

       The general EPSO scheme can be summarized as follows [4], [9], [10]. 

 Replication: Each particle is replicated r  times.  

  Mutation: Each particle has its weights mutated.   

  Reproduction: Each mutated particle generates an offspring according to the particle    movement rule. 

 Evaluation: Each offspring has a fitness value. 

  Selection: Stochastic tournament is carried out in order to select the best particle,   which survives to the next 

generation. 

   The particle movement is defined as 
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and rand  is a random number with normal distribution (0, 1).  

      The global best is also mutated by 

http://www.jetir.org/


© 2018 JETIR June 2018, Volume 5, Issue 6                                          www.jetir.org  (ISSN-2349-5162) 

JETIR1806103 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 673 

 

                         
randpp gg .'* 


                                                                                                    (4) 

where  and '  are learning parameters that can be either fixed or dynamically changing as strategy parameters.  

Hybrid of Differential Evolution and PSO (DEPSO and C-PSO): A differential evolution operator has been proposed to improve 

the performance of the PSO algorithm in two different ways:  

     1) it can be applied to the particle’s best position to eliminate the particles falling into local minima (DEPSO) [11], [12], [13] 

or  

     2) it can be used to find the optimal parameters (inertia and acceleration constants) for the canonical PSO (composite PSO) 

[14]. 

The DEPSO: The DEPSO method proposed by Zang and Xie [11] alternates the original PSO algorithm and the Differential 

Evolution operator, i.e., (1) and (2) are performed at the odd iterations and (4) at the even iterations. The DE mutation operator is 

defined over the particle’s best positions ip


 with a trial point ii pT


  which for the thd  dimension is derived as  
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where k  is a random integer value within ],1[ n  which ensures the mutation in at least one dimension, CR  is a crossover 

constant )1( CR  and 2  is the case of 2N  for the general difference vector     
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where   is the difference between two elements randomly chosen in the pbest set.  

        If the fitness value of iT  is better than the one for ip


, then iT  will replace ip


. After the DE operator is applied to all the 

particles individual best values, the gbest value is chosen among the pbest . 

The Composite PSO (C-PSO): In most of the previously presented algorithms, the selection of the PSO parameters is made 

basically by trial and error. The selection of PSO parameters by some other algorithms such as GA, EP, or DE may procedure 

more efficient result. Composite PSO algorithm is a method that employs DE for parameter selection of PSO. The C-PSO 

algorithm employing DE algorithm is explained below [14]: 

 Step 1: Initialize i to zero and set the maximum number of iterations as I . Generate initial position of particles ),( ix


initial 

velocity )( iv


and the initial PSO parameters )],,([ gl
iX  randomly. The size of x


, v


and X  is equal to pN , the size 

of the population, and i  is the current iteration number. 

 Step 2: For each iX , calculate )(tvi


and )(txi


using (1) and (2).  

        Calculate the fitness function value for each particle.  

 Step 3: For each parameter vector (here iX ) of DE, we select three companion vectors randomly from a given domain of 

),,( gl  and perform mutation, followed by recombination and selection using classical DE 
1

rand algorithm and 

thus obtain 
iX ( the best individual) corresponding to iX . Replace iX  by *X  and repeat step 2 and 3 until a terminal 

number of iterations of DE (selected a priori) is reached. 

 Step 4: The process continues from Step 2:  until the stopping criterion is met.  

3. The Adaptive PSO  

       Many authors have suggested and adjustments the parameters of the PSO algorithm in different ways such as: adding a 

random component to the inertia weight [15], [16], [17], applying fuzzy logic [18], [19], using a secondary PSO to find the 

optimal parameters of a primary PSO [20], Q- learning [21], or adaptive critics [22], [23]. 

       The prominent considered by Zhang et al. [24] for the adjustment of the number of particles and the neighborhood size. 

Authors modified the PSO algorithm by adding an improvement index for the particles of the swarm as follows: 
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where ))(( txf i


is the fitness function value for particle i at iteration t . 

        An improvement threshold has to be defined as the limit for the minimum acceptable improvement. Then, the adaptive 

strategies are as follows [24].  
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 Adjust the swarm size: If the particle has enough improvement but it is the worst particle in its neighborhood, then 

remove the particle. On the other hand, if the particle does not have enough improvement but it is the best particle in its 

neighborhood, then generate a new particle. 

 Adjust the inertia weight: The more a particle improves itself, the smaller the area this particle needs to explore. In 

contrast, if the particle has a deficient improvement then it is desirable to increase its search space. The adjustment of 

the inertia weight is done accordingly. 

 Adjust the neighborhood size: If the particle is the best in its neighborhood but it has not improved itself enough, then 

the particle needs more information and the size of the neighborhood has to be increased. If the particle has improved 

itself satisfactorily, then it does not need to ask many neighbors and its neighborhood size can be reduced.  

        A species-based PSO (SPSO) has been proposed by Li [25] where, the swarm population is divided into species of 

subpopulations based on their similarity. Each species is grouped around a dominating particle called the species seed. At each 

iteration step, the species seeds are identified and adopted as neighborhood bests for the species groups. Over successive 

iterations, the adaptation of the species allows the algorithm to find multiple local optima, from which the global optimum can be 

identified.  

4. The TRIBES 

 Like most optimization heuristics, PSO suffers from the drawback of the selection of its parameter values. The performance 

of a PSO algorithm is directly related to the tuning of such parameters. Usually, such tuning is a lengthy, time consuming and 

delicate process. A new adaptive PSO algorithm called TRIBES avoids manual tuning, and adapts rules which automatically 

change the particles’ behaviors as well as the topology of the swarm. In TRIBES, according to the swarm behavior, the topology 

is changed and according to the performances of the particles the strategies of displacement are chosen. In 2002 [26], van den 

Bergh carried out a systematic study of the influence of the parameters on the behavior of PSO.  A modification of the size of 

each particle neighborhood dynamically with time was proposed by Suganthan (1999) [27]. Ye et al. in 2002 [28] suggested a 

method, where it searches for inactive particles and replaces them by new ones, which are more capable of exploring new areas of 

the search space. By the use of an improvement threshold, Zhang et al. (2003) [24] proposed a modification of either the swarm 

size, or the constriction factor, or the neighborhood size. Then in 2004 [29], Yasuda and Iwasaki proposed an algorithm where 

parameters are defined according to the velocity information of the swarm. Finally, Clerc (2006) [30] proposed an adaptive 

algorithm, called TRIBES. In TRIBES, only the adaptation rules can be modified or added by the user, however, the parameters 

change according to the swarm behavior. TRIBES is a stochastic algorithm, and hence the results given by the algorithm are 

probabilistic in nature. In the same time TRIBES, like all other optimization algorithms, cannot guarantee finding an optimal 

solution to every given problem within a pre-defined time. Moreover, TRIBES is aimed at designing a competitive algorithm to 

the best known algorithms, so far, so as to reduce the algorithm setup time by eliminating the need of parameter tuning. 

Evolution of the tribes:     

 To modify the swarm’s topology, it is required to set up rules where, quality qualifiers are defined for each particle and each 

tribe. The evolution of the tribes is described as follows: 

 Quality of a tribe: We judge the quality of a tribe, and often use adjectives: good or bad to qualify them. A particle is 

termed good if it has just improved its best performance, and termed neutral if it has not. A tribe is declared bad if none 

of its particles has improved its best location during the last iteration. If at least one of the particles of the tribe has 

improved its best location during the last iteration, the tribe is declared either good or bad with a probability of 0.5. The 

best and the worst particles are defined within the tribe framework. 

 Removal of a particle: A good tribe will be able to eliminate one of its particles and only the worst of them. In the case 

of a mono particle tribe, the removal is only made if one of the informants has a better performance. In the case of a 

mono particle tribe, since the removal of the particle leads to the removal of the whole tribe, they are placed on the best 

informant of the particle to be removed. 

 Generation of a particle: A bad tribe generates at least one new particle, while keeping contact with it. In fact, the 

number of particles generated by a single bad tribe is defined below, which has been empirically determined by Clerc 

(2005) [30]. In this version, two particles are generated, one which could be anywhere in the search space called free 

particle and the other in a much more restricted field called confined particle.  
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             where D is the dimension of the search space and tribeNbis the number of tribes in the swarm. 

 Free Particle: It is generated randomly, according to a uniform distribution either in the whole or on a side or on a 

vertex of the search space for diversifying the population with the equation given below:                  In the whole search 

space: ),,( maxmin jjjgenerated xxUX  },.,,.........1{ Dj   
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On a side of the search space:     
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              where ),( maxmin jj xxU is a real number chosen from the uniform distribution in the interval ],[ maxmin jj xx  

               and jboundx  is either jxmin or jxmax with a probability of 0.5. I and J are two sub-spaces of }.,,.........1{ D    and are 

randomly generated for each new particle defined within aside of the search space. 

 Confined particle: Let bestX


 is the best particle of the generating tribe and bestI


   
be the best informer of bestX
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bestxp


and

bestlp


denote the best locations of bestX

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 Frequency of the adaptation: In these structural adaptations, more time is required to transform the information between 

the particles. Theoretically, the time required between two adaptations must be equal to the diameter of the information 

graph. However, the computation time consuming. Thus, if NL is the number of information links at the time of the last 

adaptation, the next adaptation will occur after NL/2 iterations. NL is estimated as: 
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 where tribeNB is the number of tribes in the swarm, and ][exp nlorerNB is the number of particles of the   tribe n. Each 

particle of tribe n is linked to all other particles of the tribe and to itself. So, for tribe n, the number of communication 

information links within a tribe called intra-tribe is .][exp 2nlorerNB
 
Each best particle of a tribe called shaman is 

linked to all other shamans; so called inter-tribes communication information links is 1tribeNB . 

.The algorithm for the structural adaptations is given below: 

test = 0 

For i = 1 to tribeNb  

       If badstatusitribe ].[  

            Generate 
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
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            test = 1 

      End If 

      If goodstatusitribe ].[  

            Remove the worst particle of ][itribe  

            If 1].[ sizeitribe  

                Redirect informers of the removed particle to the best informer of the removed particle 

            else 

                1 tribeNBtribeNb  

                Redirect informers to the best external informers 

           End If 

     End If 

End for 

If test = 1 

    1 tribeNBtribeNb  

    Aggregate all the generated particles to the new tribe 

   Link the shaman of the new tribe to the other shamans 

End If 

Compute NL 
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Evolution of swarm: In the beginning, there is only one particle, representing a single tribe. After the first iteration, this particle 

does not improve its location and hence another particle will be generated, forming a second tribe. After the second iteration, if 

neither of the two particles improves its situation, two tribes generate two particles each and the same process is repeated to 

generate new particles. Thus, the swarm’s exploratory capability will grow. Adaptations will be more and more spaced in time. 

Then, the swarm has more and more chances to find a good solution between two consecutive adaptations. However, once a 

promising area is found, each tribe will gradually remove its worst particles. Ideally, when convergence is confirmed, each tribe 

will be reduced to a single particle. 

The strategies of displacement: Each particle adopts a strategy of displacement according to the recent past of the particle. This 

will enable a particle with a good behavior to have a greater scope of exploration. A special strategy that can be compared to a 

local search is defined for very good particles. Accordingly, the algorithm will choose to call the most appropriate displacement 

strategy. 

 Serra et al., in 1997 [31] first introduced a method called pivot strategy. Let us denote the best location of the particle by p


, 

the best position of the informers of the particle by g


and the objective function by .f
 
Then, the movement is carried out as 

follows: 
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The algorithm that summarizes TRIBES is as following: 

Initialize a population of particles with random positions 

For each individual ,i ip


is initialized to iX


 

Evaluate the objective function for each particle and compute g


 

Repeat 

       Determine statuses of all particles 

       Choose the displacement strategies 

       Update the positions of the particles 

       Evaluate the objective function for each particle 

       Compute new ip


and g


 

       If NLn   

             Determine the qualities of the tribes 

             Adapt swarm 

            Compute NL  

       End If 

Until the stopping criterion is met 

 In the above algorithm g


 
is the best location reached by the swarm and the sp'


are the best locations for each particle. NL is 

the number of information links during the adaptation of the last swarm and n is the number of iterations since the last adaptation 

of the swarm. 

 TRIBES are an adaptive algorithm with no parameter to tune. It saves the trouble of defining the parameters, thus saving 

time. The tests and comparisons made on TRIBES give different indications. First, TRIBES gives competitive results for both 

multimodal and unimodal functions compared to Standard PSO 2006, even in high dimensions. However, in the case of 

multimodal functions it gives worse than other algorithms. Secondly, TRIBES is faster than other algorithms in the beginning and 

quickly reaches “acceptable” solutions. However, once these solutions are reached, TRIBES does not succeed in improving them 

further. Thus, it is concluded that TRIBES is an adaptive PSO inspired optimization technique, efficient in quickly finding a good 

region of the landscape, but less efficient for local refinement. 

Conclusion: 
    This paper surveys the research and development of hybrid PSO. During the last decade, it has gathered considerable interest 

from the natural computing research community and has been seen to offer rapid and effective optimization of complex 
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multidimensional search spaces, with adaptations to multiple objectives and constrained optimization. Hybridization, in particular, 

is a useful way of combining PSO with some related field of evolutionary computation for rapid optimization and improving the 

performance of PSO, such as stagnation. Considerable research has been invested in adapting and refining PSO algorithms to 

cope with multiple objectives optimization in the presence of constraints, both of which are important steps to facilitating 

engineering design optimization. The appreciable levels of success in these areas in recent years remain as the active research 

topics Challenges remain, in areas such as dynamic environments, avoiding stagnation, handling constraints and multiple 

objectives. Like evolutionary algorithms, PSO has become an important tool for optimization and other complex problem solving. 

The next decade will no doubt see further refinement of the approach and integration with other techniques, as well as 

applications moving out of the research laboratory and into industry and commerce. Further understanding of the relative 

strengths of PSO and other techniques, and the challenges in deploying a PSO based system are required. However, to the 

optimization toolbox PSO and its diversity certainly welcome as a better addition.  
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