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ABSTRACT: 
Distribution and uncertainty are considered as the most important design issues in database applications 

nowadays. A lot of ranking or top-k query processing techniques are introduced to solve the problems of 

communication cost and centralized processing. On the other hand, many techniques are also developed 

for modelling and managing uncertain databases. Although these techniques were efficient, they didn't deal 

with distributed data uncertainty. This paper proposes a framework that deals with both data distribution 

and uncertainty based on weighted high frequency items set algorithms. Within the proposed framework 

LMTV &GMTV algorithms are investigated for retrieving the WHFI from uncertain. The main objective of 

these algorithms is to reduce the n no of items which are not satisfied MTV (minimum threshold value) 

while extracting frequent itemsets from heterogeneous local sites. Experimental results show that both 

proposed techniques have a great impact in reducing communication cost, pruning time & Both techniques 

are efficient but in different situations. The first one is efficient in the case of low number of sites while the 

other achieves better performance at higher number of sites. 
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Introduction: we learn about the problems in the horizontally partitioned database by the secure Mining 

of Association Rules .Holding information on different paths by sharing the same schema is nothing but 

database. Data Mining is the working process of understand the data from varies representatives and making 

it to be a useful information. In the database the data which is separated in the different sites at the same 

schema .The user’s wants to use the data  which was varied into different path’s for to perform some 

function’s .while performing(or) compositing the functions some issue’s has occurred .Separated data is 

become an a new way of solving the problems and a new technology will be arrived and its mostly useful 

for the businesses and companies sets  of their data stored placed as warehouses .One of the privacy 

preserving data mining in the Association Rule Mining .The database operation which are held is nothing 

are  Horizontally partitioned database .Popular tool used in data mining “Storing the data in the main site” 

and running some algorithm against the stored data .Main method is to search all the Association Rules 

with the mining support ’S’ and confidence ‘C’ to the related database .While performing this; we should 

be careful and should not be contain any results of private data information .For minimizing the problem 

of private information leakage the Multi-party computation is used as protocol. Existed trusted third party 

the overcome inputs should be transfer to him .After that function distribution can be progress and resulting 

output can be shifted to them. 

User’s wants to run on their own in order to consist the required outputs ’y’ at Own-rule .To overcome this 

the protocol should be necessary to evolve . Before for this; So many programs are utilized for mining of 

Association Rules in Horizontally partitioned database uncertain database. 

 Local  databases are inputs and list of Association rules in the demand output that for the given threshold 

‘S’ & ‘C’ and hold confidence for these are not to be small. 
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PROPOSED APPROACH: 

Technique of algorithm used to compute union of set of private subsets and extracts high 

frequency itemsets by using  Weighted High- frequency Items [WHFI] mining algorithm  

.Actually, the complexity which through from the uncertain data. Previously, In 

homogenous the easy way of finding the frequent items in the distributed database are simple 

concept. But, coming into the process of finding from uncertain data in Heterogeneous 

distributed database a secured manner to further proceeding information of data owner’s 

records. 

Homogenous distribution is the holding the serial information at same (or) common location 

.In homogenous distribution the data which is represented.We can find the frequent patterns 

.In this we can merge the others data records. But it is a long process of treating the items 

(or) data to find the frequent pattern. Here the new technique used in this uncertain data 

from different path. 

Technically, Heterogeneous data is the data which holding the different information in the 

local site of different schema. The concept arrived in this finding the frequent pattern from 

the heterogeneous data. 

In distribution data bases .I would like to address the uncertain data. 

Uncertainty consists of noisy, missed values, in-consistency, un-structured. If u want to find 

out frequent item set from uncertain data in the distributed databases. 

Traditional algorithm (or) previous techniques are In-appropriate. 

Let us take the probability item-set and weighted item set is to be considered for the finding 

High frequency itemset by using Weighted High-Frequency Items [WHFI] algorithm in 

uncertain data in distributed data base. 
 

 
                                   Applying Minsup1 for finding High FIS 

 

 

 

      Min sup2                    Ms2                                   Ms2                                   Ms2 

 

 

       

                                                           Local db.                                                        Local db.                                                           

local db.                           local db 

 
                                                          1: LMTV is different from the GMTV. 

2: LMTV is to find out frequent items in heterogeneous distributed database. 

    That distributed data bases may generate huge no. of item set after transforming frequent patterns into 

central distribution database. 

3: Global MTV (minimum threshold value) has given by the user and GMTV is greater than or equal to 

LMTV. Thus it can be identify high frequent items.  

 
 

 

CENTRAL DATABSE 

 

  FREQUENT PATTERNS FROM 

VARIOUS LOCAL SITES 

LMTV (local 

minimum threshold 

value) 

 LMTV LMTV 
 LMTV 

GMTV (global minimum 

threshold value) 

DDB(Distribut

ed database)-

1 

DDB-2 

DDB-3 
DDB-4 
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Tran

sacti

on-

ID 

                TRANSACTIONS TRANSA

CTION-

WEIGHT 

T1 

 

Pen, pencil, eraser, scale, 

sharpener 

0.42 

T2 Pencil, eraser, sharpener 0.15 

T3 Pencil, eraser, scale, 

sharpener 

0.423 

T4 Eraser 0.7 

        Transactions minimum weight (WT min) = Average transactions/2 

                   Average transactions= T1+T2+T3+T4/4= 0.42+0.15+0.423+0.7/4= 

                                                                                        =2.053/4= 0.42325 

                 

              WT min = Avg. transactions/2= 0.42325/2= 0.211625 

           

Weighted transactions uncertain database for example: 

T-

ID 

                                     

TRANSACTIONS 

  T1 1. 0.321   2. 0.432   3. 0.313    4. 0.313 

   

T2 

2. 0.422   3.  0.303   4.  0.323 

   

T3 

       3.  0.322     4.  0.432    5.  0.315   

  

  Weights Table:- 

ITEMS WEIGHTS 

 

      1 0.3 

      2 0.2 

      3 0.4 

     4 0.7 

     5 0.6 
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  Those weighted transactions are not satisfied minimum weighted (WT min) .That weighted transactions 

are not considered further pruning, In the pre-processing that transactions are eliminated. 

 

  Pruning condition 1:                                     

   sup (x) > min sup &&  R W(x) > W min   

Given; min sup 1 =0.5                                             No. of transactions are ‘3’ 

                                 WT min = 0.211625 

                   Min sup 2 =min sup 1/N = 0.5/3 

                                                              =0.1666 

 

Min sup 2 =0.1666                                             WT min = 0.2 

  

Sup (1) = 0.321 > 0.1666           &&          w (1) = 0.3 > 0.2   Frequent  

Sup (2) = 0.854 > 0.1666           &&          w (2) = 0.2 = 0.2   In-frequent 

Sup (3) = 0.938 > 0.1666           &&          w (3) = 0.4 > 0.2   Frequent 

Sup (4) = 1.068 > 0.1666           &&          w (4) = 0.7 > 0.2   Frequent 

Sup (5) = 0.315 > 0.1666           &&          w (5) = 0.6 > 0.2   Frequent  

 

Now, frequent item set’s is identified from Local databases. 

Taking only frequent item sets from above;  

 Sup (1) = 0.321 > 0.1666         &&   w (1) = 0.3 > 0.2 

 Sup (3) = 0.938 > 0.1666         &&    w (3) = 0.4 > 0.2 

 Sup (4) = 1.068 > 0.1666         &&    w (4) = 0.7 > 0.2  

 Sup (5) = 0.315 > 0.1666         &&    w (5) = 0.6 > 0.2 

 

Thus, we can eliminate ‘n’ no. of itemsets .Unsatisfied itemsets will be eliminated in the uncertain 

distribution databases. Frequent itemsets are extracted to central database from Local databases .In this 

process most of the low frequency items is reduced .From each and every local sites frequent itemsets are 

identified, transferred &stored in the central database. Comparatively, many dis-qualified itemsets are 

removed ,thus the scanning time will be reduce, performance time will be decreased. Again numerous item 

sets are appeared in the Central Data Base (CDB). 

So we need to find out the High frequency item sets by using Global Minimum Threshold value (GMTV). 

 

Example:- 

Min sup 2 = 0.1666                                                                           WT min = 0.2   

  

Sup (1) =0.321    >Min sup 2      &&         w (1) = 0.3 > WT min 

Sup (3) =0.938    > Minsup2       &&        w (3) = 0.4> WT min 

Sup (4) =1.068      > Min sup2      &&       w (4) =0.7 >WT min 

Sup (5) =0.315     > Min sup 2      &&       W (5) =0.6 > WT min 

 

Apply GMTV =0.211                                                    WT min =0.2    

  

  W sup (1) =0.321 > 0.211                  &&   w (1) = 0.3 > 0.2 

  W sup (3) =0.938> 0.211                  &&    w (3) = 0.4 > 0.2 

  W sup (4) =1.068 > 0.211                  &&    w (4) = 0.7 > 0.2 

  W sup (5) =0.315 > 0.211                  &&    w (5) = 0.6 > 0.2    

 

W sup (1) = 0.321*0.3 = 0.0963   <   0.211         In-frequent 

W sup (3) = 0.938*0.4 = 0.3752   >   0.211           frequent  
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W sup (4) = 1.068*0.7 = 0.7476   >   0.211           frequent 

W sup (5) =0.315*0.6 = 0.189   <   0.211        In-frequent  

    

 W sup (3) , W sup (4)  High frequent item set . 

WIEGHTED HIGH FREQUENCY ITEM SETS IN UNCERTAIN DISTRIBUTED DATABASE: 

WHIF Algorithm: 

Input:  - A transaction set 𝑇 with |𝑇| = 𝑁, - A set I of items in the transactions, - 𝑚𝑖𝑛𝑠𝑢𝑝1, 𝑚𝑖𝑛𝑠𝑢𝑝2, - 

Weights of the items 𝑤1,2,…,𝑤𝑚, - Minimum weight threshold: 𝑚𝑖𝑛_𝑤𝑒𝑖𝑔ℎ𝑡.  
  

Output:  All the Uncertain Weighted High Frequent Itemsets.  

Algorithm: Step 1: Pre-Processing GMTV=min sup1 ,  𝑚𝑖𝑛𝑠𝑢𝑝2= min sup1/N, 

Min weight (wt )=average transactions Tavg/2 

 Step 2: /* Find the uncertain weighted frequent items 1.Scan through the database to find weighted frequent 

items 𝑥 that do not satisfy both pruning conditions.  

Condition 1: sup (x) > min sup 2 && R W(x) > W min   

2. Update the database by deleting all infrequent items in local database that satisfy pruning conditions 

3. (sup(x)*w(x)>minsup2 || w(x) > wt min) 

4. Scan through the central database to find uncertain weighted High frequent-itemsets 𝑥 

that do not satisfy both pruning conditions. 

 
 

Conclusion:- 

This paper involves extracting weighted High frequency itemsets (WHFI) from uncertain distributed 

databases (UDDB) .Threshold based WHFI from Local sites in first level at pruning by min sup2. From 

multiple local sites (computer) reduce the infrequent uncertain itemsets .By using WHFI algorithms 

efficiently than the previous algorithm. 

In order to overcome the problem, this paper propose new algorithm WHFI. Remove the infrequent itemsets 

in UDDB in local sites by using min sup2.Then index the frequent itemsets in central database and identify 

the High frequent itemsets in central UDDB. Comparing WHFI algorithm with dynamic programing WHF 

is move efficient. it reduce no of scans automatically reduce the Time complexity.  
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