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ABSTRACT: The problem of outliers is very common in nonlinear models and identification of these outliers also complicated. . In this 

article we propose several outlier detection techniques for nonlinear regression. The main idea is to use the linear approximation of a 

nonlinear model and consider the gradient as the design matrix. This paper builds the algorithm to compute the Studentized and Predicted 

residual sum of squares (PRESS) when obtaining nonlinear equations. PRESS is a well-known “leave-one-out” (LOO) cross-validation 

method. This method is more significant in regression analysis to decide, how well the model predicts for new observations. This paper 

develops a method to approximate cross-validation statistics for nonlinear regression. The main objective of is to explain the importance of 

using the Predicted residual sum of squares (PRESS). This paper advocates the concept of cross-validation and recommends using PRESS 

for cost analysis. And several business statistical packages assume that, PRESS is for linear and log-linear models. But even though we can 

calculate PRESS directly by definition for a nonlinear equation, we should avoid running nonlinear regression multiple times.  
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I. INTRODUCTION 

 In present era, Regression Analysis has several advances in detecting the outliers. The identification of outliers is very crucial because it 

is accountable for producing huge interpretative problem in linear as well as in nonlinear regression models. Enormous research has been 

accomplished on the identification of outlier in linear regression models, but not in nonlinear regression models. To overcome this area of 

problems Statisticians are using Studentized and PRESS residuals in order to identify the outliers. 

 

 According to Habshah et al., Belsley et al., Anscombe, Hadi , Bartlett, Draper, N. R., Tukey, Cook and Weisberg  not much work has 

been explored in the formulation of the outlier„s identification method in nonlinear regression. Few researches have been developed in locating 

the outlier in nonlinear regression models. 

.  

II. STUDENTIZED FOR MULTIVARIATE NONLINEAR MODELS  

 So far, we have gone through diverse measures in order to detect the high leverage „X‟ variable and unusual outliers „Y‟. But when we 

try to locate the outlier, the vital problem is, the potential outlier influences the regression model, in a way the estimated value /function dragged 

towards the potential outlier, in order that it isn't flagged as an outlier using the standardized residual criterion. To deal with this 

subject, studentized residuals propose an unconventional criterion for locating the outliers. The fundamental idea is to delete the observations 

one at a time, each time refitting the regression model on the remaining n–1 observations. Then, we evaluate the observed response values to 

their fitted values based on the models with the i
th

 observation deleted. . 

 

Consider the general multivariate nonlinear regression model 

  0

t t tY f X , E             …(2.1) 

Here 
0

  is p-dimensional vector matrix 

Suppose ̂  is the nonlinear least square estimator of   for large sample, nonlinear least square residual vector. 

  i t
ˆe Y Y   

       ˆY f          …(2.2) 

Here  
1ˆ F F F


           …(2.3) 

And     i

j n p

ˆF F f X ,



 
    

  

      …(2.4) 
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Here  i

j

f X ,





 is the  
th

i, j  element of  n p  matrix  F   then the general relationship between „e‟ and „  ‟ is  

e M  

Here   
1

M I F F F F
   

 
 

or  e I H   where    
1

ijM H F F F F


    is a symmetric idempotent  matrix (or) HAT matrix 

In scalar form 

 

n

i i ij j

j 1

e H , j 1,2,..., n


 
    
 

     …(2.5) 

as H is HAT Matrix 

 Trace (H) = Rank (H) = P 

and  

n
2

ij ij

i j

H H


  

Here   follows  2

0N 0, I , so   following normal distribution with zero mean and variance is
2I . Here H controls the e. 

 As we know, variance of each ie  is a function of both 
2  and ijH ,i 1,2,...n.  

 The nonlinear least square residuals have a probability distribution that is scalar dependant. So, the nonlinear studentized residuals do 

not depend on either of these quantities and they have probability distribution and we have both internally nonlinear studentized residuals and 

externally nonlinear studentized residuals. 

 

a) INTERNALLY NONLINEAR STUDENTIZED RESIDUALS 

 In nonlinear regression models, internally nonlinear studentized residuals are define by 

  * i
i

ij

ê
e ~ N 0,1 i 1,2,...n

ˆ 1 h
 
 

    …(2.6) 

Here 
2 e e

ˆ
n p


 


 

      

n
2

i

i 1

e

n p





        …(2.7) 

Here 

2*

ie
~

n p

 
 

  

- distribution with parameters 
1

2
 and 

 n p 1
2

 
 

It follows,  *

iE e 0

  &  iVar e 1 i 1,2,...,n    

 
  

ij* *

i j

ii jj

h
Cov e e i j 1,2,..., n

1 h 1 h


   

 
 

Here ijh  add up to the trace of the hat matrix = P. Average „h‟ is p n  which should be small, so usually ii1 h . 

 

b) EXTERNALLY NONLINEAR STUDENTIZED RESIDUALS: 

 The externally nonlinear studentized residuals are define by 

 
 

   
i ij**

i

iji

ˆ 1 h
e

MSE 1 h

 



      …(2.8) 

       

   
i

iji

ˆ

MSE 1 h





      …(2.9) 

Here  iMSE  = estimate of 
2  not baring data point 1. 
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i.e.  

   
** i
i

iji

e i 1,2,..., n
ˆ 1 h


  
 

     …(2.10) 

Based on the Normal distribution 
 
2

i
  and i  are  

i.e.,  M.S.E (or) 
   2 2

i i ii2
ˆn p 1 1 h
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     
 


 

 (or)  

*
2 2 i

i

n p e
ˆ

n p 1

  
    

  
 

So, the relationship between internally and externally nonlinear studentized residuals is given by 

 
** *

i i *

i

n p 1
e e , i 1,2,..., n

n p e

  
  

  
     …(2.11) 

 

III. PRESS RESIDUALS FOR MULTIVARIATE NONLINEAR MODELS  
 PRESS statistic is the sum of the squares of all the residuals such that the predicted value is calculated for the omitted observation in 

each refitted regression model (see Allen, 1974). PRESS is also known as “leave-one-out” (LOO) statistic, is commonly used in regression 

analysis for cross-validation. In general, in non linear least squares, and studentized residuals fitting is dependents on all the variables in the data. 

But in predicted residuals for nonlinear model i.e. i
th

 nonlinear predicted residual is depends on the fit to the data, where i
th

 case is excluded. 

PRESS evaluates the model in three steps, such as systematically removing each observation from the data set, Refitting the equation, and 

computing the square of the residual for the removed data point 

 Suppose ̂  is the nonlinear least square estimate of   based on the full data, and 
 i̂  be the respective estimate where the i

th
 case is 

excluded. 

 Now the i
th

 nonlinear predicted residuals i.e.,  

     i ii i
ˆe Y f i 1,2,...,n    

 
     …(3.1) 

 Here  ie  is the prediction error 

 the nonlinear PRESS defined by 

 

N
2

i
i=1

NLPRESS = e          …(3.2) 

So, finally, the relationship between nonlinear predicted residuals and nonlinear studentized residual are given by 

(i) 
 

 
i*

i

ij

e
e

ˆ 1 h

 

      …(3.3) 

(ii)  
 

   
i**

i

iji

e
e

ˆ 1 h

 

               … (3.4) 

and     
i

i

ij

e
e i 1,2,..., n

1 h
  


   

 

IV. CONCLUSION 

 In general phenomenon Regression models need an extensive approach in order to test the significance. Especially in the case 

of nonlinear regression models common ordinary least square (OLS) method is not appropriate. The OLS estimation is unsuccessful 

parameters in nonlinear. However Studentized and PRESS residual methods can be applied to estimate parameters of this model. In 

the above research we have discussed analytical model of the Studentized and PRESS residuals. 
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