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#### Abstract

- Color filter array interpolation in addition spoken as demosaicking and 'debayering', is also an important technique for image reconstruction in digital still cameras. This paper presents an edge-oriented demosaicking technique and an inexpensive very-large-scale integration (VLSI) style for color interpolation. the planning uses easy operations (addition, subtraction, shift, and comparator) and nearest neighboring pixels to catch the color distinction and edges. There are no requirements of line buffering in the proposed; therefore, its hardware value is low by 90 percent. Our intensive experiments disclosed that the projected technique preserved edge options and exhibited superb qualitative analysis and visual quality performances. Compared with the previous VLSI implementations, the projected vogue achieved superior image qualities. The synthesis results disclosed that by exploitation Taiwan Semiconductor manufacturing Company zero. $18-\mu \mathrm{m}$ technology the projected style yields a process rate of roughly two hundred M samples per second.


Index Terms - Color filter array (CFA) interpolation, demosaicking, pipeline architecture, very-large-scale integration (VLSI).

## I. INTRODUCTION

Digital pictures are comprised of data samples geared up in a two dimensional grid. These information samples are generally referred to as picture elements or pixels. The quantity of pixels in a photograph determines its resolution. The greater range of pixels an image has the greater data it could include and consequently the better it ought to symbolize the authentic data. In other words, all other things being equal, a high-resolution photo has higher quality than a low resolution one.

Camera lens area unit extensively utilized in client electronic merchandise, like digital cameras, mobile phones, action cameras, and tablets. A digital icon is generally composed of 3 channels (i.e. red, green, and blue), thus it needs 3 separate icon sensors for mensuration icon channel. To decrease prices, most camera manufacturers use one image detector and a color filter array (CFA) to report one among the 3 main channels at every pattern location. Thus, CFA interpolation, additionally considered demosaicking, and debayering, is needed to reconstruct a full-colour image. the foremost common CFA is that the Bayer CFA pattern [1] (Fig. 1). The Bayer array measures the inexperienced channel on a quincunx grid, and thus the crimson and blue channels on rectangular grids Demosaicking or Color Filter Array (CFA) interpolation is a unique photograph interpolation drawback. Here, the photo size
is constant however only a subset of the colour information is accessible at every pixel location. The missing statistics at each region needs to be estimated to obtain the entire shade image. Whereas spatial correlation is the only estimation groundwork for everyday picture interpolation, spectral correlation between the shade channels additionally comes into play for the demosaicing problem. Demosaicing algorithms need to take advantage of each of them to keep away from false shade artifacts that are closely associated with the demosaicing process.

In several wise applications, the demosaicking technique is enclosed within the photographic camera, consequently a fascinating demosaicking approach appropriate for fewer high-priced VLSI implementation is needed and also the hardware worth is incredibly vital. Generally, the value of VLSI implementation depends loosely on the desired reminiscence and procedure quality. However, the resolution of photographic camera pics extended from VGA (640X480) to presently 4 K immoderate HD (4096X2160). the massive the image, the larger the road buffering is needed. Therefore, the desired line buffering can become the foremost essential issue of the hardware value.

Several lower-cost demosaicking methods are planned within the past few years. additive interpolation (BI) is that the best strategy for image reconstruction. The ultra-low-cost coloration demosaicking VLSI diagram was once planned with the help of Chen et al. The hardware value was once perceptibly reduced. The reconciling edge-enhanced interpolation (EECP) approach planned by Chen and Ma uses a side detector, AN aeolotropic weight model, and a filter-based compensator for decreasing memory needs and meliorative image quality. Chen AND river introduced an fully pipelined CFA interpolation set up (FPCD) that uses linear deviation compensation, instantly interpolated inexperienced coloration pixels, a boundary detector and a boundary mirror machine meliorative the exceptional of a reconstructed image. Shiau et al. planned AN area-efficient coloration demosaicking theme (ACDS) for VLSI structure that uses side statistics and inter-channel correlations. The VLSI design is economical once the resource-sharing and pipeline-scheduling ways are used. The reconstructed image quality of lower-cost methods is generally poor, and will in addition incorporate false colours, zipper effects, or both. Conversely, the higher-cost interpolation methods yield visually appealing pictures. several period functions embrace the demosaicking procedure within the end-user equipment; thus, the demand for a positive, lower-cost demosaicking approach that is appropriate for lower-cost VLSI implementation has magnified. Affordability may be a crucial
thought once shopping for patron electronic product. For affordability, low fee is needed. This paper focuses on lower-cost demosaicking techniques, thanks to the actual fact of their simplicity and simple implementation with a VLSI circuit. Moreover, edge holding techniques ar wide utilized in several digital photograph process fields, appreciate image deinterlacing, image scaling, and exposure denoising then on. They used relevant shade knowledge to yield higher exposure quality or to stay faraway from image blur.

According to these basic ideas, a unique edge-oriented demosaicking approach (EODM) and associated VLSI structure for digital still cameras is bestowed. the desired line buffering of the planned sketch is four lines; thus, its hardware price is low. For a $768 \times 512$ eight-bit CFA take a glance at image, EODM needs four traces ( $768 \times 4 \times 8$ bits); several superior ways buffer additional than eight lines. a number of them needed twenty-five strains for line buffering. In our style, storage was once ablated via larger than $90 \%$; by utterly eliminating the buffers what is more, easy arithmetic operations, like adder, subtractor, shifter, and comparator were used.


Figure1: Bayer CFA pixels

## II. History of Demosaicking

Color photos require more than one data samples for every pixel as against grayscale images for which a pixel is represented through only one statistics sample. For the RGB image format, these records samples symbolize red, green, and blue channels. A traditional digital camera captures solely one of these channels at every pixel vicinage and also the different two desires to be estimated to generate the entire colour information. This technique is known as Color Filter Array (CFA) interpolation or demosaicking. Although many CFA patterns have been proposed over the years, the most regularly occurring one is the Bayer sample shown in Figure 1. Bayer pattern is an instance of pure RGB based totally CFA patterns. Some sample designs are comprised of elements that are mixtures of RGB colors such as the Hirakawa pattern as an important step in picture processing pipeline of digital cameras, demosaicing has been an vicinity of activity both in academia and industry. The easiest strategy to the demosaicing problem is to deal with color channels separately and fill in lacking pixels in every channel the use of a spatially invariant interpolation technique like bilinear or bicubic interpolation. While such a strategy works high-quality in homogenous areas, it leads to coloration artifacts and decrease resolution in regions with texture and facet structures. Obtaining higher demosaicing overall performance is viable by using exploiting the correlation between colour channels. Spectral correlation can be modeled by means of both constant color ratio rule and regular coloration difference rule. The simple assumption is that shade
ratio/difference is consistent over a nearby distance inside a given object. This assumption is in all likelihood to smash apart across boundaries; for that reason many demosaicing algorithms attempt to make use of it adaptively in one way or another.

Since Bayer CFA sample has twice as many green channel samples as crimson and blue ones, green channel suffers much less from aliasing and it is the natural selection as the beginning point for CFA interpolation process. In Glotzbach et al. proposed improving crimson and blue channel interpolation by means of adding high frequency factors extracted from green channel to purple and blue channels. In another, frequency area approach, Gunturk et al. used an alternating projections scheme based totally on sturdy inter-channel correlation in excessive frequency sub bands. Although the most important objective is to refine crimson and blue channels iteratively, the equal strategy can additionally enhance green channel interpolation earlier which in turn yields higher red and blue channel results. A more current technique makes several observations about color channel frequencies and suggests that filtering the CFA picture as a total instead of person coloration channels have to retain high frequency information better. To estimate luminance, the approach proposes a fixed 5 by 5 filter at inexperienced pixel locations and an adaptive filter for pink and blue pixel locations. Estimated full decision luminance is then used to complete the missing chrominance information. Edge-directed inexperienced channel interpolation has been proposed early on with number course choice rules. Several subsequent demosaicing algorithms made use of this idea. Authors of proposed the use of variance of color variations as a choice rule whereas Zhang et al. proposed system is making a tender decision to improve the interpolation performance of the authentic method. In this method, color variations along horizontal and vertical directions are treated as noisy observations of goal pixel colour distinction and they are blended optimally using Linear Minimum Mean square Error Estimation (LMMSE) framework. Paliy et al. similarly multiplied directional filtering proposed in through introducing scale adaptive filtering primarily based on linear polynomial approximation (LPA). Several techniques proposed performing interpolation in each horizontal and vertical directions and making a posteriori selection primarily based on some criteria. Hirakawa et al. compared local homogeneity of horizontal and vertical interpolation effects and Menon et al. used colour gradients over a nearby window to make the direction selection.

## III. EXISTING SYSTEM

In several wise applications, the demosaicking procedure is enclosed within the camera, consequently an honest demosaicking methodology applicable for inexpensive VLSI implementation is required and in addition the hardware worth is extremely necessary. Generally, the worth of VLSI implementation depends upon totally on the desired memory and process quality. However, the resolution of camera images increased from VGA (640X480) to presently 4 K extremist HD (4096X2160). the big the image, the higher the road buffering is needed. Therefore, the desired line buffering can become the foremost very important component of the hardware value. Since the mask size decides the traces of line buffering, we've a bent to require five traces because the margin to lower-cost techniques and higher-cost strategies. Hence, these
demosaicking techniques are often categorized as either higher-cost interpolation strategies or lower value.


Figure 2. Block diagram of VLSI architecture of the EODM

## IV. PROPOSED ALGORITHM

Ideal Interpolation Sampling of a continuous image $f(x$, y) yields endless repetitions of its non-stop spectrum $F(z, h)$ in the Fourier domain. If these repetitions do no longer overlap which is almost by no means the case as natural pictures are now not band limited? The original picture $f(x, y)$ can be reconstructed exactly from its discrete samples $\mathrm{f}(\mathrm{m}, \mathrm{n})$; otherwise we examine the phenomenon of aliasing. The one-dimensional "ideal" interpolation is the multiplication with a rect function in the frequency domain and can be realized in the spatial area through a convolution with the sinc function. Kernel is band limited and, hence, is not space limited. It is especially of theoretical interest and not applied in practice.

Neighborhood issues it may be predicted that we get better estimates for the lacking pattern values by increasing the neighborhood of the pixel, on the other hand this increase is computationally expensive. There is, hence, a need to keep the interpolation filter kernel space-limited to a small measurement and also extract as an awful lot data from the neighborhood as possible. To this end, correlation between colour channels is used. 12 For RGB images, cross correlation between channels has been determined and observed to fluctuate between 0.25 and 0.99 with averages of 0.86 for red/green, 0.79 for red/blue, and 0.92 for green/blue cross correlations. Red and blue are perfectly correlated with the green over a small neighborhood and thus vary from green by only an offset. The same applies at a blue pixel location. The desire of the regional size in such a case is important. It is found that most implementations are designed with hardware implementation in thinking paying terrific attention to the need for pipelining, system latency, and throughput per clock cycle. The larger the neighborhood, subjected to the increase in the pipeline, the higher the latency and per chance lesser the throughput. This technique is proposed with the aid of Hamilton and Adams.
For CFA interpolation, the Bayer pattern was considered. The proposed EODM consists of four components, particularly

1. Weighting directional colour difference calculator (WDCDC).
2. Weighting area detector (WED).
3. G-plane interpolator (GI).
4. R-plane and B-plane interpolator (RI\&BI).

The Figure 4 shown below illustrates the EODM design concept. The four components are described in the following sections


Figure 3. Block diagram of Proposed VLSI architecture of the EODM

Figure 3 displays the 2 stage pipeline structure of the WDCDC, within which P represents the pipeline registers. W represents the picture element values of the present mask of $\mathrm{P}_{\mathrm{i}, \mathrm{j}}$. The WDCDC used to be composed of six small modules. The modules CDC_1, CDC_2, and CDC_3 have been used to calculate the directional shade difference values in Case 1, 2, and 3, respectively, Figure 7 shows a targeted implementation of CDC_1 if the output is $\boldsymbol{D}_{i, j}^{\boldsymbol{H}_{\text {oR }}}$ as mentioned in equation 1 . The modules WC_1, WC_2, and WC_3 had been used to generate the weighing directional shade differences. Figure 9 shows the unique implementation of WC_1


Figure 4: EODM dataflow

## 1. Weighting Directional Color Difference Calculator

For real-world pictures, the contrasts of G-R and G-B square measure notably flat over tiny regions; this property is fabulous for interpolation. Therefore, the interpolation of the R, G, and B channels uses G-R and G-B data. Assume that the component to be demosaicked is positioned at coordinate ( $\mathrm{i}, \mathrm{j}$ ) and denoted as $P_{i, j .}$. in keeping with the colour channel of $P_{i, j .}$. the WDCDC will be divided in to 3 cases: Interpolating the inexperienced channel price of $P_{i, j}$ once the colour channel of $P_{i, j}$ is R channel or B channel.
(a) Interpolating the red or blue channel $P_{i, j}$ once the colour channel of $P_{i, j}$ is B channel or R channel severally.
(b) Interpolating the red or blue channel price of $P_{i, j}$ once the colour channel of $P_{i, j}$ is G channel.
In Case 1, if the colour channel of $P_{i, j}$ is R channel, the horizontal and vertical color variations are often calculated by using G-R data and denoted as Di,j ${ }^{\text {HGR }}$, and Di, ${ }^{\text {VGR }}$, severally.

$$
\begin{gather*}
D_{i, j}^{H_{o R}}=\left(G_{i, j-1}+G_{i, j+1}\right) / 2-\left(\widetilde{R}_{i, j-1}+\widetilde{R}_{i, j+1}\right) / 2,  \tag{1}\\
D_{i, j}^{V_{O R}}=\left(G_{i-1, j}+G_{i+1, j}\right) / 2-\left(\widetilde{R}_{i-1, j}+\widetilde{R}_{i+1, j}\right) / 2, \tag{2}
\end{gather*}
$$

Where, H and V represent the horizontal and vertical directions, respectively.
$\widetilde{\boldsymbol{R}}_{i, j-1}, \widetilde{\boldsymbol{R}}_{i, j+1}, \widetilde{\boldsymbol{R}}_{i-1, j}$, and $\widetilde{\boldsymbol{R}}_{i+1, j}$, are the estimates obtained by averaging two directional neighbor pixels. For example, in (1) $\widetilde{R}_{i, j-1}=\left(\widetilde{R}_{i, j-2}+\widetilde{R}_{i, j}\right) / 2$.

To gain larger precise information on horizontal and vertical color variations, the planned technique utilized the distances between the closest eight neighboring pixels and also the middle pixel, and calculated the weighted average of the directional color variations. They are denoted as $\widehat{\boldsymbol{D}}_{i, j}^{H_{\text {OR }}}$ and $\widehat{\boldsymbol{D}}_{i, j}^{V_{\text {OR }}}$.The equations are expressed as follows:

TABLE I
FIVE POSSIBLE VALUES OF C AND THEIR CORRESPONDING DIRECTIONS IN THE EODM.

| Type | $C$ | the chosen case |
| :---: | :---: | :---: |
| Normal <br> Horizontal <br> Edge | 000 | if $\mathbf{4} \times \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}} \leq \widehat{\boldsymbol{E}}^{V_{O R}}$ |
| Slight <br> Horizontal <br> Edge | 001 | if $\mathbf{2} \times \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}} \leq \widehat{\boldsymbol{E}}^{V_{O R}}<\mathbf{4} \times \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}}$ |
| Normal <br> Vertical Edge | 010 | if $\mathbf{4} \times \widehat{\boldsymbol{E}}^{V_{O R}} \leq \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}}$ |
| Slight <br> Vertical Edge | 011 | if $\mathbf{2} \times \widehat{\boldsymbol{E}}^{V_{O R}} \leq \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}}<\mathbf{4} \times \widehat{\boldsymbol{E}}^{V_{O R}}$ |
| No Edge | 100 | Othervise |

Table 1: Five Possible values of C and their Corresponding

$$
\begin{align*}
\widehat{\boldsymbol{D}}_{i, j}^{V_{O R}} & =\left[\begin{array}{ccc}
\boldsymbol{D}_{i-1, j-2}^{V_{O R}} & \boldsymbol{D}_{i-1, j}^{V_{O R}} & \boldsymbol{D}_{i-1, j+2}^{V_{O R}} \\
\boldsymbol{D}_{i, j-2}^{V_{o R}} & \boldsymbol{D}_{i, j}^{V_{O R}} & \boldsymbol{D}_{i, j+2}^{V_{o R}} \\
\boldsymbol{D}_{i+1, j-2}^{V} & \boldsymbol{D}_{i+1, j}^{V_{O R}} & \boldsymbol{D}_{i+1, j+2}^{V_{o R}}
\end{array}\right] * W_{D}  \tag{4}\\
\boldsymbol{W}_{\boldsymbol{D}} & =\frac{\mathbf{1}}{\mathbf{1 6}}\left[\begin{array}{lll}
\mathbf{1} & 2 & 1 \\
\mathbf{2} & \mathbf{4} & 2 \\
1 & 2 & 1
\end{array}\right] \tag{5}
\end{align*}
$$

The equations for the weight directional color variations in different cases are almost like the equations (1)-(5). Then the two interpolators (GI and RI\& BI) used these two records to interpolate the missing channels.


Figure5: CDC_1 $\left(\boldsymbol{D}_{i, j}^{\boldsymbol{H}_{\text {OR }}}\right)$ module architecture

## 2) Weighting Edge Detector

For additional fascinating image quality, a weight edge find or module was once used to detect an edge. The WED makes use of the results of the previous step to accumulate horizontal and vertical edges. For a further precise edge, the weighted average of the edges of the closest 2 neighboring constituents and also the centre pixel won't to be thought of. In Case 1, if the color channel of pixel $\mathrm{P}_{\mathrm{i}, \mathrm{j}}$ is R , the horizontal and vertical edges are denoted as $E_{i j}^{H_{o R}}$ and $E_{i, j}^{V_{o R}}$, the weighted edges are denoted as $\widehat{\boldsymbol{E}}_{i, j}^{\boldsymbol{H}_{\text {OR }}}$ and $\widehat{\boldsymbol{E}}_{i, j}^{V_{\text {OR }}}$ respectively. The equations are expressed as follows:

$$
\begin{align*}
& \boldsymbol{E}_{i, j}^{\boldsymbol{H}_{O R}}=\left|\boldsymbol{D}_{i, j-1}^{\boldsymbol{H}_{O R}}-\boldsymbol{D}_{i, j+1}^{\boldsymbol{H}_{O R}}\right|,  \tag{6}\\
& \boldsymbol{E}_{i, j}^{V_{O R}}=\left|\boldsymbol{D}_{i-1, j}^{V_{O R}}-\boldsymbol{D}_{i+1, j}^{V_{O R}}\right|,  \tag{7}\\
& \widehat{\boldsymbol{E}}_{o \mathrm{OR}}^{\boldsymbol{H}_{O R}}=\left[\begin{array}{l}
\boldsymbol{E}_{i-2, j}^{\boldsymbol{H}_{O R}} \\
\boldsymbol{E}_{i, j}^{\boldsymbol{H}_{O R}} \\
\boldsymbol{E}_{i+2, j}^{\boldsymbol{H}_{O R}}
\end{array}\right] * \boldsymbol{W}_{\boldsymbol{E}},  \tag{8}\\
& \widehat{\boldsymbol{E}}^{V_{O R}}=\left[\begin{array}{lll}
\boldsymbol{E}_{i, j-2}^{V_{O R}} & \boldsymbol{E}_{i, j}^{V_{O R}} & \boldsymbol{E}_{i, j+2}^{V_{O R}}
\end{array}\right] * \boldsymbol{W}_{\boldsymbol{E}},  \tag{9}\\
& \boldsymbol{W}_{\boldsymbol{E}}=\frac{\mathbf{1}}{\mathbf{4}}\left[\begin{array}{lll}
\mathbf{1} & \mathbf{2} & 1
\end{array}\right] . \tag{10}
\end{align*}
$$

The equations of the weighted edges in different cases area unit like (6)-(10). For interpolating the missing color channel, the weighted color variations and weighted edges were thought-about. GI is employed for interpolating the inexperienced channel just in case one. RI\&BI is used for interpolating the red and blue channel just in case a pair of and three. they're described within the following sections.

Figure 3 displays the pipeline design of the WED, that was composed of two little modules. The modules from EDD_1 to EDD_2 were wont to calculate the directional variations, as mentioned within the Figure6 depicts the elaborated implementation of EDD_1 if the output is as mentioned in equation (8). The unit $|S U B|$ is employed to output absolutely the value of distinction of two inputs. The WC module was wont to calculate the weighted edge.


Figure 6: EDD_1 $\widehat{\boldsymbol{E}}_{\boldsymbol{i}, \boldsymbol{j}}^{\boldsymbol{H}}$ module architecture


Figure7: WC_1 module architecture

## C) G-plane Interpolator

In case 1 , if the color channel of $\mathrm{P}_{\mathrm{i}, \mathrm{j}}$ is $R$, the weighted color differences, $\widehat{D}_{i, j}^{H g r}$ and , $\widehat{D}_{i, j}^{V g r}$ and weighted edges, $\widehat{\boldsymbol{E}}^{\mathrm{Hgr}}$ and $\widehat{\boldsymbol{E}}^{V g r}$ were considered for interpolating the missing green channel in the R channel. The degree of ratio between $\widehat{\boldsymbol{E}}{ }^{\mathbf{H g r}}$ and $\widehat{\boldsymbol{E}} \mathrm{vgr}$ were determined. The five sorts are indentified as traditional horizontal edge, moderate horizontal space , traditional vertical edge kind, slight vertical edge kind, and no edge. within the traditional horizontal side kind, only the horizontal statistics was wont to interpolate the lacking constituent, which may be applied to the regular vertical edge kind, once the tip result was a mild horizontal or vertical edge, it is delivered $R_{i, j}$ with the weighted average of $\widehat{D}_{i, j}^{\mathrm{Hgr}}$ and, $\widehat{D}_{i, j}^{V g r}$ to determine the missing pixel. If the result was no edge, then mean of $\widehat{D}_{i, j}^{H g r}$ and $\widehat{D}_{i, j}^{V g r}$ were used for interpolation. The equations are expressed as follows.

$$
\begin{equation*}
\widehat{\boldsymbol{G}}_{i j}=\boldsymbol{R}_{i j}+\widehat{\boldsymbol{D}}_{i, j}^{\boldsymbol{W}_{g r}} \tag{11}
\end{equation*}
$$

Where

$$
\begin{array}{rlrl} 
& \widehat{D}_{i, j}^{W_{g r}}, & & \text { if } 4 \times \widehat{E}^{H g r} \leq \widehat{E}^{V g r} \\
& \left(3 \times \widehat{D}_{i, j}^{H g r}+\widehat{D}_{i, j}^{V_{g r}}\right) / 4, & \text { if } 2 \times \widehat{E}^{H g r} \leq \widehat{E}^{V g r}<4 \times \widehat{E}^{H g r} \\
\widehat{D}_{i, j}^{W_{g r} r}=\widehat{D}_{i, j}^{V_{g r}}, & & \text { if } 4 \times \widehat{E}^{V g r} \leq \widehat{E}^{H g r}  \tag{12}\\
& \left(3 \times \widehat{D}_{i, j}^{V_{g r}}+\widehat{D}_{i, j}^{H g r}\right) / 4, & \text { if } 2 \times \widehat{E}^{V g r} \leq \widehat{E}^{H g r}<4 \times \widehat{E}^{V g r} \\
& \left(\widehat{D}_{i, j}^{H_{g r}}+\widehat{D}_{i, j}^{V_{g r}}\right) / 2, & & \text { Othervise }
\end{array}
$$

The missing of green channel in the B channel involved the same approach.

## d) R-Plane and B-Plane Interpolator

The interpolation of the RI and bi was just like the delineated in Section C. within the Case 2, the equation of the interpolation of the missing blue channel within the R -channel is expressed as follows:

$$
\begin{equation*}
\widehat{B}_{i j}=\widehat{G}_{i j}+\hat{D}_{i, j}^{W_{k r}} \tag{13}
\end{equation*}
$$

$$
\begin{aligned}
& \widehat{D}_{i, j}^{H_{g b}} \text {, } \\
& \left(\mathbf{3} \times \widehat{\boldsymbol{D}}_{i, j}^{H_{g_{b}}}+\widehat{\boldsymbol{D}}_{i, j}^{V_{k b}}\right) / \mathbf{4}, \\
& \widehat{\boldsymbol{D}}_{i, j}^{W_{\text {g }}}=\widehat{\boldsymbol{D}}_{i, j}^{V_{\text {Eb }}}, \\
& \left(\mathbf{3} \times \widehat{D}_{i, j}^{V_{g b}}+\widehat{D}_{i, j}^{H_{j b}}\right) / 4, \\
& \left(\widehat{D}_{i, j}^{H_{k b}}+\widehat{D}_{i, j}^{V_{k b}}\right) / \mathbf{2}, \\
& \text { if } 4 \times \widehat{E}^{H g b} \leq \widehat{E}^{V g b} \\
& \text { if } 2 \times \widehat{E}^{H g b} \leq \widehat{E}^{V g b}<4 \times \widehat{E}^{H g b} \\
& \text { if } 4 \times \widehat{E}^{V g b} \leq \widehat{E}^{H g b} \\
& \text { if } 2 \times \widehat{E}^{V g b} \leq \widehat{E}^{H g b}<4 \times \widehat{E}^{V g b} \\
& \text { Othervise }
\end{aligned}
$$

The equation of the interpolation in the other cases are similar to the equation (13)-(14). After GI and RI \& BI ona pixel. EODM can produce a full- colou pixel. With the completion of GI and RI\&BI, a full- color image was obtained.

## E). Color interpolator

Figure 3.5 shows the two-stage pipeline design of the CI the sort choose (TS) module was used to choose the sort of edge, and the estimated difference calculator (EDC) was used to calculate the five possible color difference values of $\mathrm{D}^{\wedge}$ _(i, j$)$, as mentioned in (12) and (14) CI_1, CI_2, and CI_3 were used to catch the missing channel of $\mathrm{P}_{\mathrm{i}, \mathrm{j}}$ for Case 1,2 , and 3 , severally. As an example, CI_1 implements the equation (11) if the colour channel of $\mathrm{P}_{\mathrm{i}, \mathrm{j}}$ is R channel. The implementation of CI_2 is comparable to that of CI_1. CI_3 requires the value $G^{\wedge}$ generated by CI_1. Figure8 shows the elaborate implementation
of the TS module, within which the CMP is used to output Logic one if the higher input worth is larger than the lower worth. The combined unit was a priority encoder, and was used to mix the results of four CMPs to get a 3-bit worth. The elaborate implementation of module EDC is displayed in Figure9.


Figure8: TS Architecture


Figure9: EDC Architecture

## ADVANTAGES:

- Low Cost
- Quality achievement of image.
- Only single CFA is required.
- Only one charge couple device sensor needed.
- No beam splitter is necessary.
- All color information is recorded at the same time.
- Camera is smaller and more economics.


## APPLICATIONS:

- Image Processing applications.
- Computer Vision.

TABLE I
FIVE POSSIBLE VALUES OF $C$ AND THEIR CORRESPONDING DIRECTIONS IN THE EODM.

| Type | $C$ | the chosen case |
| :---: | :---: | :---: |
| Normal <br> Horizontal Edge | 000 | if $\mathbf{4} \times \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}} \leq \widehat{\boldsymbol{E}}^{V_{O R}}$ |
| Slight <br> Horizontal Edge | 001 | if $\mathbf{2} \times \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}} \leq \widehat{\boldsymbol{E}}^{V_{O R}}<\mathbf{4} \times \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}}$ |
| Normal <br> Vertical Edge | 010 | if $\mathbf{4} \times \widehat{\boldsymbol{E}}^{V_{O R}} \leq \widehat{\boldsymbol{E}}^{\boldsymbol{H}_{O R}}$ |


| Slight <br> Vertical Edge | 011 | if $\mathbf{2} \times \widehat{\boldsymbol{E}}^{V_{O R}} \leq \widehat{\boldsymbol{E}}^{H_{O R}}<\mathbf{4} \times \widehat{\boldsymbol{E}}^{V_{\text {OR }}}$ |
| :---: | :---: | :---: |
| No Edge | 100 | Othervise |

## v IMPLEMENTAION RESULS, ANALYSIS AND COMPARISIONS

To verify the characteristics and quality of the demosaicked images obtained by using varied demosaicking algorithms, varied simulations were conducted on twenty four $512 \times 768$ Kodak images [24], and twelve globe images [25], like UHD ( $4096 \times 2160$ ) images, overexposed HD $(1920 \times 1080)$ images, and HD ( $1920 \times 1080$ ) images captured at low light levels. the photographs of the take a look at images are shown in Figure 11. Many approaches were used to revive the analgesic CFA images. Thus, the rebuilt images were simply compared with the supply images for varied demosaicking ways. In this approach therefore by utterly reducing the buffer lines, hardware value, delay, and therefore image quality is increased. Figure 11, Figure12, Figure13, has showed several image pics of existing ones. Figure 14 showed the results of image with none contribution of buffer lines.


Figure 11: Thirty six images for testing. initial six rows are 24 Kodak images, and therefore the different rows are designated UHD images, overexposed HD images, and HD images captured at low light levels.
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Figure 15: Bayer CFA Image In

Figure 12: results of various low cost methods of restoring


Figure 13: results of various higher-cost methods and ours in


Figure 14: EODM results with software programme and VLSI


Figure 16: Simulation objects for eoddemosaic
TABIEII

| quthod | LC |  |  |  |  | HC |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 153m | BT12] | EECP14 | EPCD[15] | ACDSII6 | EODM | ECI 3 | ExE39] | [1at.2.3] | ESE-745 | ED $4+\mathrm{P}_{1} 1$ | EECT10] |
| Frayel | 7659 | 3.41 | 30.65 | प्र.56 | 369 | $3+5$ | 253) | 3531 | 3) 3 | 35.14 | 3804 |
| Imax 12 | 3319 | 36.10 | 3654 | 535 | $3{ }^{3} 39$ | 38.87 | 38.54 | 3055 | 353 | 3565 | 4031 |
| Imaxl9 | 3462 | 31.09 | 38.11 | 3796 | 41.69 | 41.9 | 39.62 | 41.5 | 4788 | 41.89 | 4243 |
| Fangel | 3295 | 315 | 3718 | 3675 | 4.19 | 1985 | 293 | 3971 | 3175 | $3 \% 81$ | 4011 |
| Imax ${ }^{\text {a }}$ | 1684 | 31.4 | 31.15 | 301 | 3688 | 3585 | 35.4) | 36.3 | 35.6 | 3651 | 3 SOL |
| Imari6 | 2789 | 3122 | 22.5 | 3108 | 380 | 3534 | 35.69 | 37.20 | $3{ }^{2} 96$ | 3754 | 38.15 |
| Fargeit | 32.7 | $3{ }^{3}$ |  | 3125 | 41.34 | +1.04 | H0.42 | 415 | $3{ }^{3} 94$ | 41.62 | 223 |
| Impars | 23.76 | 212 | 27.7 | 3099 | 33.38 | 31.14 | 3.18 | 30.75 | 34.85 | 34.0 | 32.7 |
| Imaxly | 3264 | 3695 | 36.43 | 35.6 | 41.5 | 39.2 | 40.16 | 41.45 | 41.17 | 41.6 | 4275 |
| Fargel | 3268 | 3565 | 37. 5 | 3611 | 41.35 | +6.29 | 3012 | 4117 | +158 | 41.2 | [253 |
| Imaxil | 2979 | 3.01 | 3335 | 2245 | 38.19 | 26.4 | 25.53 | 31.56 | 3113 | 3199 | 393 |
| Imax12 | 3775 | 3719 | 37.53 | 36.56 | 41.93 | 4035 | 4007 | 41.89 | 4.18 | 4198 | 429 |
| Fanex 19 | 24.06 | 299 | 825 | 27.4 | 31.3 | 31.4 | 20.3 | 31.8 | $3[12$ | 138 | 343 |
| Impalt | 2931 | 3286 | 33.45 | 3254 | 36.1 ! | 3582 | 34 | 3612 | $3+19$ | 3656 | 3008 |
| Imaxi5 | 3324 | 3652 | 3699 | 3592 | 39.5 | 39.06 | 3801 | 38.9 | 3313 | 3596 | 39.70 |
| lanel6 | 31.55 | 34.64 | 35.49 | 355 | 41.56 | 38.6 | 36.4 | 4) 71 | $4 \longdiv { 5 6 }$ | 41.06 | 41.6 |
| Imas 17 | 32.29 | 3600 | 36.49 | 35.51 | 4034 | 39603 | 38.87 | 39.51 | 41. 63 | 4.15 | 41.48 |
| Fmas]! | 2835 | 31.5 | 2259 | 31.5 | 3653 | 3585 | 3101 | 515 | 3501 | 3605 | 3751 |
| Imax 19 | 2820 | 3154 | 31.15 | $31.4!$ | 38.4 | 35.88 | 3635 | 384 | 3874 | 3566 | 405 |
| Imax.) | 31.75 | 35.86 | 3599 | 35.19 | 39.94 | 39.3 | 3857 | 39.86 | 3791 | 40.04 | 41.35 |
| Frneel1 | 25.65 | 3215 | 229 | 31\% | 37.40 | 3614 | 325 | 308 | 3) 8 | 3101 | 39.06 |
| Imax 22 | 3059 | 3418 | 315 | 3353 | 37,4 | 3105 | 36.45 | 37.53 | 35.86 | 364 | 38.5 |
| Imax 71 | 3538 | 39.13 | 30.45 | 33.67 | 41.84 | 4191 | 41.53 | 4221 | 4120 | 4217 | 4289 |
| Imase 4 | 2697 | 322 | 3139 | 30.17 | 3.7 ) | 3406 | 1. ${ }^{\text {d }}$ |  | 33.6 | 3421 |  |
| Imax 5 | 3558 | 4105 | 30.53 | 39.14 | 45.5 | 433 | 446 | \$555 | +189 | 4565 | 45.65 |
| Imper 16 | 3132 | 42.55 | 4231 | 41.37 | +7, 2 | +6:18 | 46.4) | 45.61 | 4770 | 45.77 | 48.25 |
| Imax.? | 31.4 | 35.73 | 363 | $2 \mathrm{L2}$ | 41.24 | +0.99 | 40.35 | 4).64 | 3356 | 40.83 | 4.51 |
| Eraee 81 | 39.6 | 4326 | 435 | स291 | 4508 | 761 | 4635 | 48.515 | 41.5 | 45.8 | 4079 |
| Imax ${ }^{\text {a }}$ | 28.07 | 3205 | 227 | 31.57 | 3583 | 3485 | 33.61 | 35.43 | 3499 | 3556 | 36.60 |
| Imaze] | 2799 | $3{ }^{3} 8$ | 31.32 | 30.8 | 33.76 | 3315 | 359 | $3 \times 5$ | $3{ }^{3} 1$ | 355 | 3,4 |
| Iraze1 | 2528 | 758 | 30.45 | Q 2.55 | 3193 | 32\% | 3.7 | 33.65 | 33 y | 3385 | $3+45$ |
| Imasel? | 31.66 | 3529 | 36.15 | 3513 | 460 | 38.84 | 3733 | 3973 | 4270 | 4.03 | 41.61 |
| Imaze] | 3500 | 38.29 | 200 | 3 S 3 | +131 | +2) 5 | 41.07 | 4 45 | +274 | 417 | 45.9 |
| Imase34 | 4.5 | 43.88 | 413 | 4353 | 46.49 | 46.70 | 499 | 4.77 | 45.2 | 47.4. | 48.15 |
| limas3 | 3552 | 32.84 | 39.62 | $38 \%$ | 4.78 | 4326 | 41.41 | 4492 | 436 | 495 | 46.45 |
| Imaz36 | 2888 | 3131 | 3515 | 221 | 3517 | 355 | 3110 | 3.53 | 32.3 | 3555 | 5.47 |
| Alve | 3135 | 35.11 | 32.48 | 34.61 | 3953 | 3052 | 37.6 | 3937 | 3896 | 3951 | 4758 |

TABLE VII
FEATURES OF FOUR DEMOSAICKINO IMPLEMENTATIONS

|  | EECP[13] | FPCD[14] | ACDS[15] | EODM |
| :---: | :---: | :---: | :---: | :---: |
| ASIC Library( $\mu \mathrm{mm})$ | TSMC's 0.18 | TSMC's 0.18 | TSMC's 0.18 | TSMC's 0.18 |
| Line Buffer | 2 lines | 2 lines | 2 lines | 4 lines |
| Gate Counts | 5.2 K | 4.97 K | 5.6 K | 21.08 K |
| Frequency(MHZ) | 200 | 200 | 200 | 200 |
| Power(Mw) | 4.66 | 4.76 | 150 | 106.8 |
| Core area( $\left.\mu \mathrm{mm}{ }^{2}\right)$ | 64.2 K | 60 K | 670 K | 224.2 K |
| Quality | HD | HD | HD | HD |
| Throughput(pixel/s) | 200 M | 200 M | 200 M | 200 M |

Figure 17: Edge oriented Demosaicked image




## CONCLUSION

This paper offers very sensible VLSI implementation for demosaicking. The intensive experimental results disclose that the planned layout achieved excellent performance in quantitative analysis and visual quality. For real-time applications, five-stage pipeline design was developed and applied for the EODM. The VLSI structure of the planned set up yielded a process rate of regarding $200 \mathrm{MP} / \mathrm{s}$ via the usage of the TSMC $0.18-\mu \mathrm{m}$ technology. For a $768 \times 5128$-bit CFA check image, solely four lines ( $768 \times 4 \times 8$ bits) had been needed for line buffering. Most advanced strategies buffer larger than eight lines. a number of them needed 25 strains for line buffering. Since the present sketch needed four lines for line buffering, it's terribly appropriate for various period functions within the planned style, the storage was once cut by quite ninetieth by means that of completely doing away with the buffer traces and so prolong and worth is reduced. The long run works can focal
point on up the process overall performance and growing the period video application that is appropriate for action cameras and wearable devices.
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