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Abstract 

 

The big bowel is where colorectal cancer frequently evolved. It is a widespread disease that affects millions 

of people worldwide every year. Early diagnosis can prevent many people from suffering from this 

condition. However, manually controlling and assessing various medical illustrations is difficult and takes a 

while. Artificial intelligence techniques can thus be utilized to support medical practitioners and carry out 

operations quickly and efficiently in the detection of colorectal cancer. In this work, a median filter is used 

to remove noise from an input colorectal cancer image. The filtered image is then segmented using 

colorbased segmentation with K-means clustering. A success (accuracy) percentage of 99.93% was obtained 

using the Novel model. It has been demonstrated that the suggested approach can lead to the early detection 

of Colorectal cancer.  
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Introduction 

 

Men and women may both develop colorectal cancer, which is becoming increasingly common. Colorectal 

cancer can be affected by environmental and genetic variables, separately [1] . Most frequently, people over 

50 are affected by this type of cancer. The chance of developing the disease increases if there have been past 

cases of colorectal cancer in the family [2] . Environmental factors may also contribute to the development 

of Colorectal cancer [3]. There is a known affinity between Colorectal cancer and risk factors such as 

obesity, red meat consumption, cigarette smoking, and alcohol consumption. Individuals need to receive 

regular Colorectal cancer screening because early detection is important for successful treatment [4] . 

 

It is rare to find adenocarcinoma, spindle cells, squamous cells, and undifferentiated species [6] . 

Adenocarcinoma is seen in approximately 90% of Colorectal cancer patients. Early findings of Colorectal 

cancer are crucial. Early detection can shorten treatment time [7] . If Colorectal cancer is diagnosed early, it 

may be curable. Regular Colorectal cancer tests are important for the early detection of Colorectal 

carcinoma [8] . Performing tests on patients who are healthy, receiving treatment, or have completed control 

treatment increases the workload of specialists and results in higher costs [9] . The use of computer-aided 

technologies is imperative to accomplish this process with enhanced speed and efficiency. These solutions 

will reduce the effort of experts while preventing mistakes made in older approaches. In situations where the 

expert is in doubt, these technologies will allow the expert to interpret [10] 

 

As technology advances, databases accumulate more data every day [11] . Using traditional approaches, it is 

extremely difficult to classify and make inferences from massive amounts of data. Deep learning 

architecture allows the model to learn from huge databases of data. Performance benchmarks can be 

determined after the trained model has passed the testing phase [12] . In this work, we first pre-processed 

the input colon cancer image using a median filter to remove noise. We then segmented the filtered image 

using color-based segmentation with K-means clustering to identify the affected portions [13,14]. Finally, 

we classified the images using deep learning approaches, including MA_ColonNET and GoogLeNet. The 

results showed that GoogLeNet achieved the best performance for colon cancer classification. 

 

by modifying the layer of the GoogleNet model, Novel GoogleNet model was created, which is a model 

with 144 layers. An approach was developed to identify Colorectal cancer images, which involved training 

with 8,500 data sets and testing with 1,500 data sets. Its precision predicted 1,499 test results. The obtained 

accuracy value suggests that the Novel GoogLeNet is a potential candidate for Colorectal cancer diagnosis. 

http://www.jetir.org/


© 2018 JETIR July 2018, Volume 5, Issue 7                                                                www.jetir.org (ISSN-2349-5162) 

JETIR1807A33 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 232 
 

 

Related Work 

 

This issue has been researched in the past. In their research, Kriengkrai Sirinukunwattana et al. achieved a 

softmax CNN+NEP result of 0.784 F-1 score and 0.917 multiclass AUC value. Their F-1 value was notably 

higher than that of other previously published methods. This can be very useful in pathology to 

quantitatively analyze cell components. Furthermore, they found that this investigation contributed to their 

knowledge about cancer [15] . Xiao Zhang et al. employed machine learning techniques in their study and 

were able to recover data with an accuracy score of 85% using random forest, 87% using CNN, and 83% 

using KNN. According to their findings, deep learning models proved to be more effective than traditional 

machine learning models [16] . In their study, Wang Jiao et al. calculated the tumor mutation burden (TMB) 

from H&E-stained illustrations using histopathology images and deep learning algorithms. According to 

their results, models with an AUC greater than 0.75 can be pierced between higher and reduce levels of 

TMB. They claimed to use a last step to enhance the accuracy by more than 0.7 on both examine bunch and 

reach a maximum accuracy rate of 82% on VGG-19 [17] . According to Kim, D. et al. automated cancer 

classification is an important area of research in symptomology. They intended to evaluate symptomology 

illustrations using these models by employing deep learning algorithms to detect symptomology 

visualizations in their research. A classification and regression algorithm was also devised by him. A model 

developed utilizing tissue biochips and full-sweep seems to categorize tumor tissues into four 

classifications. They claimed to have employed DenseNet 121 and had an accuracy rating of 85.71 percent 

[18] . In their analysis, Sitnik, Dario et al. found that the performance of deep classifiers provided from 

reject and those trained on off-field depiction datasets is almost identical. Besides that, they demonstrated 

that the UNET++ classifier predicted micro-balances with the highest degree of accuracy, reaching 89.34% 

in the separate from test settled. The sensitivity was 81.11% and the F1 score was 83.67%[19] . Li, X et al. 

noted that they used CNN to categorize the colon mucosa in their work. They experimentally proved that 

this framework is better than most typically used characteristics for colon growth division by achieving 

90.96% accuracy [10] . Wang, R et al. utilized a CNN-based, MA_COLONNET model with a 99.75% rate 

of accuracy in their research. Early identification of colon cancer is feasible using this approach [11] . 

achieved the highest accuracy in classification of 99.21%, sensitivity of 98.23%, clarity of 99.18%, 

selectivity of 99.80%, and F-1 score of 0.9870. contrary to the findings, the CRCCNNet can categorize 

colorectal tissue more quickly and effectively than pre-trained models [12] . 

 

Theoretical Framework 

 

The objective of this study is to identify colorectal cancer impressions among 10,000 total image files. The 

model is trained using 8500 of them, while the rest is used for testing purposes. This article explores the 

GoogLeNet model and the novel GoogLeNet model. Based on the analysis of cancer histopathology data, 

the created model is used for classification purposes. The results indicate that the accuracy value of the 

model is good. 

 

Dataset 

 

The research aimed to find visualizations of colorectal cancer from an examination of 10,000 illustrations. 

The model is trained using 8500 of them, while the rest is used for testing purposes. The GoogLeNet model 

and an improved GoogLeNet model are examined in this article. The developed model is utilized for 

classification purposes based on the evaluation of data from cancer histology analysis. The results indicate 

that the precision value of the model is good. The training process uses 85% of the dataset, leaving 15% for 

testing purposes. You can access the dataset without any cost or restriction. As presented in Fig, several 

images are available from each classification. 

 

Image Preprocessing By Median Filter 

 

In this work, we use a median filter, which is a nonlinear filtering method commonly used for noise removal 

[13] . The median filter is also known as an order-statistical filter because it replaces each pixel value with 

the median of the gray values in the surrounding pixels. The median filter is widely used because it offers 

the best noiseremoval capabilities. The output of the image pre-processing method is shown in the 

following. 
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Image Segmentation By Color-Based Segmentation Using K-Means Clustering 

 

"Color-Based Segmentation Using K-Means Clustering" is a technique in computer vision and image 

processing that is used to segment an image into distinct regions or clusters based on color information 

[14] . It involves using the K-Means Clustering algorithm to group similar colors together within an image. 

 

1) Segmentation: Image segmentation is the process of dividing an image into meaningful and semantically 

coherent regions or segments. These segments often correspond to objects, regions of interest, or areas with 

similar characteristics. Color-based segmentation focuses on using color information as a basis for dividing 

the image into segments.  

2) K-Means Clustering: K-Means is a popular unsupervised machine learning algorithm used for clustering. 

In the context of color-based segmentation, K-Means is applied to cluster pixels in the image based on their 

color similarity. The algorithm aims to find K clusters (where K is a user-defined parameter) in such a way 

that pixels within the same cluster are similar in color, while pixels in different clusters have dissimilar 

colors.  

3) Color Information: Color information can be represented in different color spaces such as RGB (Red, 

Green, Blue), HSV (Hue, Saturation, Value), or LAB. The choice of color space depends on the specific 

requirements of the segmentation task. 

 

Novel Google net Model 

 

There are a total of 144 layers in this model. 57 2D convolutional layers were used to generate the feature 

map. Relu, a popular activation function in GoogLeNet structures, is used to activate the network using 57 

Relu layers. To improve the input, activations across different channels are normalized using two cross-

channel normalization layers. A global average pooling layer is used to lose the spatial dimensions of 

feature mapping to a single value per channel. To prevent biasing and better generalization, the neural 

network was randomly detuned during training using a dropout. The feature maps were input into a fully 

connected layer, converted to a multidimensional matrix format using a softmax layer, and then prepared for 

classification using a classification layer. The structure of the GoogleNet is shown in Fig and the structure 

of the improved GoogleNet is shown in Fig. An efficient model appears when the number of Novel 

GoogLeNet epochs is set to 6. Stochastic Gradient Descent (SGD) is the method of choice for optimization. 

In classification procedures, in particular, this approach was shown to be more accurate. Each image is 

small, thus it is possible to choose a minibatch of size 4. The accuracy value was high because the learning 

rate was low. To make the training and loss function graphs as visual as possible, the validation frequency is 

set to 1750. The definition and classification of objects can be done using the given model. At the 

convolutional layer of the model, filters are applied to the illustrations to create feature maps [17] . 

 
The architecture of the modified GoogLeNet 

 

The next layer receives the linear nonlinear output from the previous layer as input through the Relu 

activation function [18] . Convolutional layers pass across filters on the Colorectal cancer images to create 

an activation map. Applying filters to the Colorectal cancer images gathered from the previous layer 

increases the network's depth. The difficulty of the process will increase if the selected filter size is small at 

this stage, while it decreases if it is high [19] . But the required specifications for performance are lower 

with a bigger filter shape. Therefore, it is crucial to choose the right remove for the investigation. The 

provided approach uses max pooling to reduce the amount of data and determine expenses [10] . Its purpose 

is to obtain a better feature map as an outcome of the pooling process. 
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The pre-trained GoogLeNet model is one of several models used in the literature for classification, and 

several articles have found success using similar designs [11,12]. The objective of this research is to use the 

model that is recommended on several data sets. 

 

Pre-Existing Ma_Colonnet Model 

 

MA_ColonNET is a convolutional neural network (CNN)-based deep learning model that was developed to 

detect colon cancer from histopathological images [12] . It was developed by researchers at the University 

of Health Sciences, Eskişehir Osmangazi University, Turkey. The MA_ColonNET model consists of 45 

layers, including convolutional layers, pooling layers, and fully connected layers. It was trained on a dataset 

of 2,000 histopathological images of colon tissue, 1,000 of which were images of colon cancer and 1,000 of 

which were images of benign tissue. 

 

Performance Values 

 

Accuracy (AC), specificity (SP), sensitivity (SN), precision (PN), Recall (RC) misclassification rate (MR), 

F-1score (FS), false discovery rate (FSE), false positive rate (FOE), and false negative rate (FGE) are used 

and are produced using confusion matrices. [13, 14] . After training, the performance of the Novel 

GoogLeNet model is assessed, and additional demonstration tasks are produced using the confusion matrix 

[15]. 

 

Experimental Results 

 

Using a Novel GoogleNet, we attempted to categorize the dataset images and identify colorectal cancer. An 

accuracy rating of 99.93% and a reduced value of 0.0110 in the training data are both demonstrated by the 

Novel GoogLeNet model. 10,000 illustrations are utilized for training, with 5,000 representing the 

adenocarcinoma of the colorectal class and the remaining images representing the colorectal benign tissue 

class. The test employed 1500 colorectal adenocarcinoma images, of which 1499 were correctly identified, 

while one was incorrectly predicted and classified as colorectal benign tissue. Likewise, out of 1500 

colorectal benign tissue images, 1499 are predicted correctly, while one is predicted incorrectly. 1499 have 

been correctly predicted by the model. Table - 3 displays the performance requirements derived from the 

confusion matrix. 

 

Discussion 

 

Polyps are the main cause of this cancer, unlike other types. As noted in reference [16] , it is imperative to 

carefully evaluate these polyps beforehand to identify them early on. All people, including children, should 

get Colorectal cancer screenings. Environmental variables, in addition to inherited ones, play an essential 

influence in Colorectal cancer [17] . The implementation of deep learning algorithms can drastically reduce 

the workload of professionals, resulting in significant time and cost savings. Given the alarming increase in 

Colorectal cancer cases, it is essential to implement better detection methods. The employment of traditional 
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methods may lead to several issues, such as inaccurate assessments. The topic of diagnosing and 

categorizing illness data has become popular lately. 

 

According to Table-1, the model we created was successful with an accuracy rate of 99.93%. The model can 

accurately detect colorectal cancer. Initial detection is critical in identifying and treating Colorectal cancer 

[12] , as it is in other disorders. In this procedure, computer-aided techniques [1] for early diagnosis have 

been deployed efficiently. With a 99.73% accuracy rate, this model streamlines data processing and frees up 

specialization to tackle other tasks. This created approach saves time and money by swiftly categorizing 

images and giving findings. This prevents specialists from making mistakes and reduces their burden [11] . 

This technique can also be utilized for pre-diagnosis in non-specialist settings. 

 

Conclusion 

 

Deep learning models will be used to do this. Deep learning is frequently employed in clinical therapeutic 

and radiological industries as an emerging technology. A unique archetype for recognizing Colorectal 

cancer images, dubbed the Novel GoogLeNet model, has been created in this research. 

 

The software designed to detect and categorize Colorectal cancer images has a 99.93% accuracy rate, 

allowing human mistakes in traditional approaches to be avoided. The Novel GoogLeNet model was trained 

using 10,000 images in this investigation. The Novel GoogLeNet model was trained using 10,000 images in 

this investigation. 1500 illustrations were retrieved after training to assess the model. Fig shows the model 

identified 1499 out of 1500 test data points. 
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