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Abstract- With the globalization of service, organizations continuously produce large volumes of data that need to be analyzed over geo-dispersed locations. Traditionally central approach that moving all data to a single cluster is inefficient or infeasible due to the limitations such as the scarcity of wide-area bandwidth and the low latency requirement of data processing. Processing big data across geo-distributed datacenters continues to gain popularity in recent years. However, managing distributed Map Reduce computations across geo-distributed datacenters poses a number of technical challenges: how to allocate data among a selection of geo-distributed datacenters to reduce the communication cost, how to determine the Virtual Machine provisioning strategy that offers high performance and low cost, and what criteria should be used to select a datacenter as the final reducer for big data analytics jobs. In this paper, these challenges are addressed by balancing bandwidth cost, storage cost, computing cost, migration cost, and latency cost, between the two Map Reduce phases across datacenters. We formulate this complex cost optimization problem for data movement, resource provisioning and reducer selection into a joint stochastic integer nonlinear optimization problem by minimizing the five cost factors simultaneously. An efficient online algorithm that is able to minimize the long-term time-averaged operation cost is further designed.
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I. Introduction

We are entering a big data era with more data generated and collected in a geographically distributed manner in many areas such as finance, medicine, social web, astronomy etc. With the increasing explosion of distributed data, the huge treasures hidden in it are waiting for us to explore for providing valuable insights. To illustrate, social web sites such as Face book can uncover usage patterns and hidden correlations by analyzing the web site history records (e.g., click records, activity records et al.) to detect social hot event and facilitate its marketing decision (e.g., advertisement recommendation), and the Square Kilometer Array (SKA), an international project to build the world’s largest telescope distributed over several countries, need to fusion the geographically dispersed data for scientific applications. However, due to the properties such as large-scale volume, high complexity and depressiveness of big data coupled with the scarcity of Wide area bandwidth (e.g., trans-oceanic link), it is inefficient and/or infeasible to process the data with centralized solutions.

This has fueled strong companies from industry to deploy multi datacenter cloud and hybrid cloud. These cloud technologies offer a powerful and cost-effective solution to deal with increasingly high velocity of big data generated from geo-distributed sources (e.g., Face book, Google and Microsoft etc). For majority of the common organizations (e.g., SKA), it is economic to rent resource from public cloud, with considering the advantages of cloud computing such as flexibility and pay-as-you-go business cloud computing such as flexibility and pay-as-you-go business model. Map Reduce is a distributed programming model for processing large-scale dataset in parallel, which has shown its outstanding effectiveness in many existing applications. Since original Map Reduce model is not optimized for deployment across datacenters, aggregating distributed data to a single datacenter for centralized processing is a widely-used approach.

However, waiting for such centralized aggregation suffers from significantly delays due to the heterogeneous and limited bandwidth of user cloud link. Notice that the bandwidth of inter-datacenter link is usually dedicated relatively high-bandwidth lines, moving the data to multiple datacenters for map operation in parallel and then aggregating the intermediate data to a single datacenter for reduce operation using inter-datacenter link has potential to reduce the latency. Furthermore, different kinds of cost (e.g., incurred by moving data or renting VM) also can be optimized considering the heterogeneity of the link speed, the dynamism of the data generation and the resource price. Therefore, distributing data from multi-sources into multi-datacenters and processing them using distributed Map Reduce is an idea way to deal with the large volume dispersed data. Hitherto, the most important questions to be solved include:

1) how to optimize the placement of large-scale datasets from various locations onto geo-distributed datacenter cloud for processing and
2) how many resources such as computing resources should be provisioned to guarantee performance and availability while minimizing the cost. The fluctuation and multiple sources of generated data combined with the dynamic utility-driven pricing model of cloud resource make it a very challenging problem.

The inter-dependency between multiple stages of distributed computation, such as the interplay between the Map phase and the Reduce phase of Map Reduce programs, further escalates the complexity of the data movement; resource provisioning and final reduce selection problems in geo-distributed datacenters. In this paper, we address the problem of efficient scheduling with the goal of high performance, high availability and cost minimization by balancing five types of cost between the two Map Reduce phases across multiple geo-distributed datacenters: bandwidth cost, storage cost, computing cost, migration cost, and latency cost.

Contributions: The major contributions of this work are summarized as follows: • We propose a framework that can
systematically handle the issues of data movement, resource provisioning as well as reducer selection under the context of running MapReduce across multiple datacenters, and VMs of different types and dynamic prices.

We design an efficient and distributed online algorithm-Mini BDP that is able to minimize the long-term time-averaged operation cost. We formally analyze the performance of Mini BDP in terms of cost optimality and worst case delay. We show that the algorithm approximates the optimal solution within provable bounds and guarantees that the data processing can be completed within predefined delays.

We conduct extensive experiments to evaluate the performance of our online algorithm with real world datasets. The experiments result demonstrate its effectiveness as well its superiority in terms of cost, system stability and decision-making time to existing representative approaches (e.g., the combinations of data allocation strategies (proximity-aware, load balance-aware) and the resource provisioning strategies(e.g., stable strategy, heuristic strategy).

II. Literature Survey

Literature survey is the most important step in software development process. Before developing the tool it is necessary to determine the time factor, economy and company strength. Once these things are satisfied, ten next steps are to determine which operating system and language can be used for developing the tool. Once the programmers start building the tool the programmers need lot of external support. This support can be obtained from senior programmers, from book or from websites. Before building the system the above consideration are taken into account for developing the proposed system.

“Dynamic request redirection and resource provisioning for cloud-based video services under heterogeneous environment”. Cloud computing provides a new opportunity for Video Service Providers (VSP) to running compute-intensive video applications in a cost effective manner. Under this paradigm, a VSP may rent virtual machines (VMs) from multiple geo-distributed datacenters that are close to video requestors to run their services. As user demands are difficult to predict and the prices of the VMs vary in different time and region, optimizing the number of VMs of each type rented from datacenters located in different regions in a given time frame becomes essential to achieve cost effectiveness for VSPs. Meanwhile, it is equally important to guarantee users’ Quality of Experience (QoE) with rented VMs. In this paper, we give a systematic method called Dynamical Request Redirection and Resource Provisioning (DYRECEIVE) to address this problem. We formulate the problem as a stochastic optimization problem and design a Lyapunov optimization framework based online algorithm to solve it. Our method is able to minimize the long-term time average cost of renting cloud resources while maintaining the user QoE.

“i2mapreduce: Incremental mapreduce for mining evolving big data.” As new data and updates are constantly arriving, the results of data mining applications become stale and obsolete over time. Incremental processing is a promising approach to refresh mining results. It utilizes previously saved states to avoid the expense of re-computation from scratch. In this paper, we propose i2MapReduce, a novel incremental processing extension to Map Reduce. Compared with the state-of-the-art work on Inco, i2MapReduce (i) performs key-value pair level incremental processing rather than task level re-computation, (ii) supports not only one-step computation but also more sophisticated iterative computation, and (iii) incorporates a set of novel techniques to reduce I/O overhead for accessing preserved fine-grain computation states.

“Cross-cloud map reduce for big data.” MapReduce plays a critical role as a leading framework for big data analysis. In this paper, we consider a geo distributed cloud architecture that provides MapReduce services based on the big data collected from end users all over the world. Existing work handles Map Reduce jobs by a traditional computation-centric approach that all input data distributed in multiple clouds are aggregated to a virtual cluster that resides in a single cloud. Its poor efficiency and high cost for big data support motivate us to propose a novel data-centric architecture with three key techniques, namely, cross-cloud virtual cluster, data-centric job placement, and network coding based traffic routing. Our design leads to an optimization framework with the objective of minimizing both computation and transmission cost for running a set of Map Reduce jobs in geo-distributed clouds.

“Asymptotic scheduling for many task computing in big data platforms.” Paper deals with the problem of scheduling a set of jobs across a set of machines and specifically analyzes the behavior of the system at high loads, which is specific to Big Data processing. We show that under certain conditions we can easily discover the best scheduling algorithm, prove its optimality and compute its asymptotic throughput. Present a simulation infrastructure designed especially for building/analyzing different types of scenarios. This allows extracting scheduling metrics for three different algorithms (the asymptotically optimal one, FCFS and a traditional GA-based algorithm) in order to compare their performance. Focus on the transition period from low incoming job rates load to the very high load and back. Interestingly, all three algorithms experience a poor performance over the transition periods. Since the Asymptotically Optimal algorithm makes the assumption of an infinite number of jobs it can be used after the transition, when the job buffers are saturated.

III. Problem Definition

Big data era with more data generated and collected in a geographically distributed manner in many areas such as finance, medicine, social web, astronomy etc. Square Kilometer Array an international project to build the world’s largest telescope distributed across several countries, need to fuse the geographically dispersed data for scientific applications. However, due to the properties such as large-scale volume, high complexity and depressiveness of big data coupled with the scarcity of Wide area bandwidth (e.g., trans-oceanic link), it is inefficient and/or infeasible to process the data with centralized solutions.

IV. System Implementation

In this paper, the challenges (how to allocate data among a selection of geo-distributed datacenters to reduce the communication cost, how to determine the VM (Virtual Machine) provisioning strategy that offers high performance and low cost) are addressed by balancing bandwidth cost, storage cost, computing cost, migration cost, and latency cost, between the two MapReduce phases across datacenters.

We formulate this complex cost optimization problem for data movement, resource provisioning and reducer selection into a joint stochastic integer nonlinear optimization problem by minimizing the five cost factors simultaneously. The Lyapunov framework is
integrated into our study and an efficient online algorithm that is able to minimize the long-term time-averaged operation cost is further designed. Theoretical analysis shows that our online algorithm can provide a near optimum solution with a provable gap and can guarantee that the data processing can be completed within pre-defined bounded delays. Experiments on WorldCup98 website trace validate the theoretical analysis results and demonstrate that our approach is close to the offline-optimum performance and superior to some representative approaches.

V. Online Control Algorithm Design

An outstanding feature of Lyapunov optimization is that it does not need future information about workload. By greedily minimizing the drift-plus-penalty at each time slot, it can solve the long-term optimization problem efficiently with a solution that can be proved to arbitrarily close to the optimum. Next, we first transform the problem P1 to an optimization problem of minimizing the Lyapunov drift-plus-penalty term and then design the corresponding online algorithm.

Fortunately, a careful investigation of the R.H.S (Right Hand Side) of inequality reveals that the optimization problem can be equivalently decoupled into three sub problems: 1) data allocation, 2) resource provisioning and (3) reducer selection. The details of solving the three subproblems are given as follows.

The three complex problems of data allocation, resource provisioning and reducer selection at time slot \( t \) have been solved independently and efficiently. The simple strategies facilitate the online deployment of the algorithm in the real-world systems. Employing the queue updating manner along time slots, we can design an online algorithm called MiniBDP for solving the problems in the long run.

VI. Procedure Definitions

Online Algorithm MiniBDP

**Step1: Resource provisioning**

The left part of R.H.S related to variable \( m_{ij}(t) \) and \( n_{ij}(t) \) can be considered as resource provisioning problem if we remove the constant term. The resource provisioning in each datacenter are independent, similar to data allocation, problem can be solved distributed within each datacenter.

**Step2: Data Allocation**

To minimize the R.H.S, and observing the relationship among variables, the part related to data allocation can be extracted from the R.H.S. Furthermore, since the data generated from each location are independent. The centralized minimization can be implemented independently and distributed.

**Step2: Reducer Selection**

Select the reducer to which aggregates the intermediate data from Map phase (i.e., \( xd(t) \) is obtained). Update the queues \( Md(t); Yd(t); Rd(t); Zd(t) \) according to queue dynamic.

VII. Performance Analysis

In the experiments, two metrics cost and queue size are mainly considered. Cost measures the economic aspects of the system while queue size describes the stability of the system. To facilitate the comparison, Cost Ratio (CR), this measures the cost proportion of a single case among the total cost obtained by all cases.

Performance under Fixed Setting

In this section, we conducted a group of experiments under fixed parameters to evaluate the effectiveness of MiniBDP. Below presents the total cost of the system incurred over time slots.

![Figure: Cost incurred over time slots](image)

**MiniBDP** is able to adaptively lease and adjust VMs resources to meet dynamic data processing demands even in a flash-crowded style without forecasting the future workload information. This is substantially different from those existing methods that need prediction phase in algorithm design. When we done with comparisons among different VM types, from which we find that the larger the VM capacity is, the more the number of VM with the corresponding type will be rented. This is probably because we design the pricing strategy with the principle that the more capacity of the VM is, the lower the unit price of the VM is. Thus, the algorithm prefers to rent the VM instance with large capacity (e.g.,c3.8xlarge ) to process the data. The cost components processing cost, storage cost, bandwidth cost, latency cost, and migration cost are each time slot are also compared. This shows that processing cost occupies the major part of the total cost and the other types of cost are relatively low. This reveals that the algorithm is able to select the suitable datacenter for data processing while reducing the extra cost.

IX. Comparisons

In this section, we compare MiniBDP with other alternatives, each of which is the combination of a data allocation strategy, VM provisioning strategy and reducer selection strategy. For the data allocation strategies, three approaches are considered. 1) Proximity-aware Data Allocation (PDA), in which dynamically generated data are always allocated to the spatially nearest datacenter. It produces minimal latency and is suitable for the scenario that latency delay is prior to other factors. 2) Load-balancing Data Allocation (LBDA), in which the data are always allocated to the datacenter with the minimal workload. Obviously, this strategy is capable of keeping workload balanced among datacenters. 3) Minimal Price Data Allocation (MPDA), in which all the data are allocated to the datacenter with the lowest price at current time slot, so as to achieve the lowest cost.
Balance Reducer Selection ($LBRS$) can be easily implemented in the

Subproblems in the algorithm MiniBDP are with analytical or efficient solutions that guarantee the algorithm running in an online manner, the proposed approach can be easily implemented in the real system to reduce the operation cost.
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