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ABSTRACT:  Data mining is the procedure of mining knowledge from the massive amount of data. The data can be deposited in 

databases and information warehouses. Data mining work can be separated into two models descriptive and predictive model. In the 

Predictive model, we can expect the values from a different set of sample data, they are ordered into three types such as classification, 

regression and time series. The descriptive model permits us to control patterns in a sample data and sub-divided into clustering, 

summarization and association rules. Data mining is a familiar practice used by health organizations for classification of diseases such 

as dengue, diabetes, hypothyroid and cancer in bio informatics research. In the proposed approach we have used WEKA with 10 cross 

validation to evaluate data and compare results. 

 In this paper we have primarily ordered the hypothyroid data set and then related the different data mining techniques in weka 

through Explorer and Experimenter interfaces. Also we can know which attribute has its significance with their ranking values using 

select attributes and info gain function. 

Keywords: Data Mining, Association Rule Mining, Spatial Data Mining, RDBMS, Medical Database, Large Database, Distributed 

Database. 

 

 

1. INTRODUCTION 

Hypothyroidism, also called under active thyroid or low thyroid, is a communal illness of the endocrine system in which the thyroid 

gland does not yield enough thyroid hormone.  

It can cause a numeral of indications, such as poor ability to bear cold, a feeling of   drowsiness, constipation, despair, and weight 

increase. Occasionally there may be bulge of the front part of the neck due to goiter. Untreated hypothyroidism for the period 

of pregnancy can tip to delays in growth in the baby, which is called cretinism. Here the hypothyroid dataset is ised in arff format. 

An ARFF (Attribute-Relation File Format) file is an ASCII text file that describes a list of instances sharing a set of attributes. 

ARFF files were developed by the Machine Learning Project at the Department of Computer Science of The University of Waikato for use 

with the Weka machine learning software. This document descibes the version of ARFF used with Weka versions 3.2 to 3.3; this is an 

extension of the ARFF format as described in the data mining book written by Ian H. Witten and Eibe Frank (the new additions are string 

attributes, date attributes, and sparse instances). 

 

Information Gain 

Information gain measures the expected reduction in entropy, or uncertainty.  
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Values(A) is the set of all possible values for attribute A, and Sv the subset of S for which attribute A has value v Sv = {s in S | A(s) 

= v} the first term in the equation for Gain is just the entropy of the original collection S,the second term is the expected value of the entropy 

after S is partitioned using attribute A. 

Methods 

In order to carry out investigations and executions Weka was used as the data mining tool. Weka (Waikato Environment for 

Knowledge Analysis) is a data mining tool written in java established at Waikato. WEKA is a very worthy data mining tool for the users to 

categorize the accuracy on the basis of data sets by relating different algorithmic methods and equated in the field of bio informatics. 

Explorer and Experimenter are the crossing point existing in WEKA that has been used by us. Her in this paper we have used these data 

mining methods to analyze the hypothyroid disease over classification of different algorithms accuracy. Fig1visualizes the interface of 

WEKA Data mining tool.  
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Fig1: Interface of WEKA Data mining tool     Fig2: Screen shot view of hypothyroid Dataset 

 

2. CLASSIFICATION 

In data mining tools classification compacts with classifying the problem by detecting features of diseases among patients and spot 

or predict which algorithm shows best performance on the basis of WEKA’s statistical output. Table 1 shows the WEKA data mining 

techniques that have been used in this paper beside with other requirements like data set format etc. by using different algorithms. 

 

Software  Datasets  

Weka Data 

Mining 

Technique  

Classification 

tion 

Algorithms  

Operating 

System  

Dataset 

File 

Format  

Purpose  

 

 

WEKA Hypothyroid 

Explorer  

                                                                    

Experimenter 

Naïve Bayes                                                                      

J48                                                                     

SMO                                                                      

REP                                                                      

Random 

 

Windows 7 

 

CSV 

 
Classification 

   Info Gain   Select Attributes 

                                                

Table 1.Weka data mining technique by using different algorithms 

 

Three techniques have been implemented in this paper, the first technique usages explorer interface and rest algorithms like Naïve 

Bayes, SMO, J48, REP Tree and RANDOM Tree, used in zones to characterize, apply and learn the statistical knowledge and major results 

have been achieved. 

The second technique practices Experimenter interface. This preparation lets one to design experiments for running algorithms such 

as Naïve Bayes, J48, REP Tree and RANDOM Tree on datasets. These procedures can be run on experimenter and test the results. It 

organizes the test choice to use cross validation 10 folds. This interface offers ability for running all the algorithms together and thus a 

comparative result was obtained. 

The third technique uses Selecting attributes. In this study we know the significance of different attributes on data sets and 

compared the results to know which attributes shows best performance. In that Infogain function gives all the details of the attributes in their 

ranking order. 

The algorithms used by us were practical to a hypothyroid data set described in fact. In order to get improved correctness 10 fold 

cross validation was done. For every classification we selected training and testing sample casually from the base set to sequence the model 

and then test it in order to guess the classification and accuracy degree for each classifier. \ 

 

3. DATA MINING TECHNIQUES  

The data mining technique which have been used us by weka data mining tool for classification and accuracy by applying different 

algorithms approaches. The interfaces of weka used in this paper are the following: 

3.1. Explorer Interface  
It first preprocesses the data and then cleans the data. Users can then contents the data file in CSV (Comma Separated Value) format 

and then examine the classification exactness result by selecting the succeeding algorithms using 10 cross validation: Naïve Bayes, J48, 

SMO, REP Tree, and Random Tree. 

3.1.1. Naïve Bayes  

Naïve Bayes is one of the algorithms that workings as a probabilistic classifier of all qualities contained in data sample separately and 

then categorizes data problems. Running the algorithms by Naïve Bayes we examine the classifier output with several statistics founded 

output by using 10 cross validation to brand a prediction of each instance of the dataset. Afterward running these algorithms we attained a 

classification accuracy of 95% for 3594 correctly classified instances, error rates achieved i.e. Mean Absolute Error is 0.0357, time taken for 

building model is 0.03 seconds and ROC area is 0.929 these outputs are got later the algorithms are run. The output obtained by scoring of 

Naïve Bayes algorithm accuracy of is given in Table 3 on the basis of time, accuracy, error and ROC. 

http://www.jetir.org/
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Table 2: Naïve Bayes algorithm accuracy 

3.1.2. J48 Tree  

We have also used J48 Tree on our hypothyroid disease dataset. Later running this algorithm we studied the outputs attained from the 

classifier, the output contributed numerous statistics based on 10 cross validation to mark a prediction of each instances of dataset. Figure 8 

shows the classification accuracy achieved from this algorithm i.e. 99.57% is the correctly classified accuracy for a batch of 3756 instances, 

mean absolute error obtained is 0.003, time taken to build this model is 0.13 seconds, and ROC area is 0.993. 

 

 

 

 

 

 

 

 

 

 

Table 3. J48 algorithm accuracy 

 

3.1.3. SMO  

SMO is an iterative algorithm for solving the optimization problem described above. SMO breaks this problem into a series of smallest 

possible sub-problems, which are then solved analytically. SMO is one of the methods used for classification. In this paper we have used this 

algorithm to divide the data on the base of dataset. Running this algorithm we evaluated the classifier output with diverse statistics founded 

on output by using 10 cross validation. 

 

 

 

 

 

 

 

 

 

 

 

 Table 4. SMO algorithm accuracy 

 

3.1.4. REP Tree  

REP Tree has been used in this paper to form a decision and decreases errors by arranged values of numeric attribute and splits the 

instances into bits to classify the accuracy. Running the algorithm we examine the classifier output with statistics based outputs by using 10 

cross validation. In figure 10 classification accuracy achieved shows that 99.5758 % are correctly classified accuracy for 3756 instances, 

0.4242% incorrectly classified accuracy for 16 instances, error rates that is mean absolute error is 0.0041, time taken to build model is 0.06 

seconds and ROC area is 0.993 these are mentioned in output.  

 

 

 

 

 

 

 

 

 

 

 Table 5 REP Tree algorithm accuracy 

Algorith

m  

  

Time Taken 

to Build 

Model 
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Classified 

Instances 

%Accuracy  

 

Incorrectly 
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%Accuracy  
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ROC 

Area  

 

Naïve 

Bayes 
0.03 95.281 4.719 0.0357 0.929 

Algorith

m  
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to Build 
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Correctly 
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Instances 

%Accuracy  

 

Incorrectly 

Classified 
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%Accuracy  

 

Mean 

Absolute 

Error  

 

ROC 

Area  

 

J48  0.13 99.57 0.4242 0.003 0.993 

Algorith

m  
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Correctly 
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Instances 

%Accuracy  

 

Incorrectly 

Classified 

Instances 

%Accuracy  

 

Mean 

Absolute 

Error  

 

ROC 

Area  

 

SMO 

 
3.88 93.6108 6.3892 0.256 0.594 
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m  
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Build Model 
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Classified 
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%Accuracy  

 

Incorrectly 

Classified 

Instances 

%Accuracy  

 

Mean 

Absolute 

Error  

 

ROC 

Area  

 

REP Tree 0.06 99.5758 0.4242 0.0041 0.993 
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3.1.5. Random Tree  

Random Tree has been used in this paper for accidentally selecting k attributes at each node to let the estimate of class probabilities. 

Running the algorithm we analyze the classifier output with statistics based output by using 10 cross validation to make of each instances of 

dataset. 

 

 

 

 

 

 

 

 

 

 

 

 Table 6. Random Tree algorithm accuracy 

3.2. Experimenter Interface  

Experimenter Interface has been used in this paper to analyze data by experimenting through algorithms such as Naïve Bayes, J48, REP Tree and 

Random Tree to classify the data using train and test sets.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Screenshot view of Experimenter Algorithm Accuracy 

Scoring accuracy of all algorithm is given in Table 7 Experimenter algorithms accuracy 

 

 

 

 

 

 

 

 

 

3.3 Selection Attribute 

Here in this paper we can know which attribute has its significance with their ranking values using select attributes and info gain function. 

The Infogain function gives the importance of attributes which makes the result positive or even negative by discarding some attributes.  

Algorith

m  

  

Time Taken to 

Build Model 

(seconds)  

 

Correctly 

Classified 

Instances 

%Accuracy  

 

Incorrectly 

Classified 

Instances 

%Accuracy  

 

Mean 

Absolute 

Error  

 

ROC 

Area  

 

Random 

tree 
0.06 97.1103 2.8897 0.0148 0.901 

Algorithm Best Accuracy(v) Worse Accuracy(*) 

J48 99.54 - 

SMO - 93.58 

REP 99.50 - 

RANDOM 97.60 - 
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Fig. 4. Screenshot view of select attribute 

 

In figure 4 it shows that there are nearly three attributes which are of 0 significance in dataset. 

SIGNIFICANCE ATTRIBUTES 

0 TBG 

0 TBG Measured 

0 age 

Table 8. zero significance attributes 

 

4. Conclusion and Future Work 

The main goal of this paper is to forecast hypothyroid disease using WEKA data mining tool. It has four interfaces. Out of these four we 

have used two interfaces: Explorer, Experimenter. Each interface has its individual classifier algorithms. We have used five algorithms i.e. Naïve 

Bayes, J48, SMO, REP Tree and Random tree for our experimentation. Then these algorithms were executed using WEKA data mining 

technique to explore algorithm accuracy which was gained after running these algorithms in the output window.  

After running these algorithms the outputs were compared on the basis of accuracy achieved. These algorithms compare classifier accuracy 

to each other on the basis of correctly classified instances, time taken to build model, mean absolute error and ROC Area. Experimenter result 

showed that scoring accuracy of REP Tree is 99.50% and J48 is 99.54% as compared to Naïve Bayes and Random tree so we can conclude that 

in Experimenter interface REP Tree and J48 are the best classifier algorithms for accuracy of hypothyroid disease survival on the basis of 

symptoms given in dataset among patients. The uses of Weka can be extended more to medical field for diagnosis of different diseases like 

cancer, dengue, etc. It can also support in resolving the harms of clinical research using different bids of Weka. Additional benefit of using Weka 

for forecast of diseases is that it can simply diagnose a disease even in case when the number of patients for whom the prediction has to be done 

is enormous or in case of very large data sets spanning lakhs of patients. Even though Weka is a dominant data mining tool to examine the 

outline of classification, clustering, Association Rule Mining and visualization of result in medical health to predict disease among patient but we 

can use other tools such as Matlab, R tool, Rapid miner in order to extra classify different data sets .The proposed approach is used with 

hypothyroid data set but we plan to extend this methodology in upcoming for prediction of other diseases such as cancer, dengue etc. 
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