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Abstract :  MapReduce is programming tool for Hadoop clusters. During the allocation of resources, MapReduce has two levels:-task 

level and development stage-plane. These steps should be used to verify the performance of individual jobs. There is a limitation with 

allocation of resources at the operation level. Thus, data locality affects a particular job. We present algorithm called PRISM: presenting 

at the development stage level. It is called as a development stage-level scheduling. In the development stage-plane, if we want to schedule 

a job for the given different resource requirements. So here we find that, PRISM achieved data locality in the plurality of clusters. This 

scheduling algorithm improves the performance of a server that is connected to many nodes; it is also called as a parallelism, and also 

improves the resource consumption with respect to time. This algorithm is applicable only in the term of Hadoop Scheduler. 
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I. INTRODUCTION 

Now a day's business and computer application will depend on internet services with many users. The large volume of data that will 

be worked in Internet services are shifting to data-driven way. Examples are Yahoo, Facebook. Cluster computing systems such as 

MapReduce were usually optimized for batch jobs. The Internet Service uses Map Reduce, a large amount of peta bytes of data in a day-to-

day to process life. Cloud computational models must consider many factors such as energy consumption, resource utilization, job response 

time, performance variability and cost.           

The impact of these factors is further exacerbated by Cloud computing environments in the heterogeneity of workloads and 

resources. Apache Hadoop is a framework that process large data sets across clusters of computers. As a subproject of Hadoop, Apache 

Hadoop can be implemented by open source MapReduce model proposed by Google. It is now widely used in many Cloud applications 

including those of Yahoo!, Facebook, and twitter. 

Apache Hadoop uses master-slave architecture. The master typically has a JobTracker and a NameNode, which usually run on 

dedicated machines in a large cluster. Hadoop clusters consist of multiple slaves, each of which acts as both a DataNode and TaskTracker. 

When a file is passed into Hadoop clusters, the Hadoop Distributed File System (HDFS) splits the file into multiple file blocks of unique 

size, and stores these file blocks on DataNodes. HDFS uses NameNode to locate a file block. Before users finish their jobs, input files of jobs 

must have already been copied into the cluster’s file system.  

Normally, job scheduler is the process of computer application for controlling unattended background program execution. Suppose 

the job runtime resource requirements then varies from task to task. It results in lower performance. The task has many development stages 

with different methods and it can be characterized by means homogeneous. Suppose development stages in the task have heterogeneous 

resources then job scheduling based on resource conflict and low capacity utilization.  

We introduce resource allocation at the level of task development stages. During the planning we find a job a lot of variation of 

resources and runtime resources. Because of these resources, resource conflict occurs. Development stage-Level will face in MapReduce and 

to process this kind of resource in order to achieve higher degree of parallelism and performance. 

We develop algorithm at the development stage level is referred to as "PRISM". Hadoop was originally designed for huge 

production jobs by batch-oriented processing. These applications belong to a class of so-called scale-out applications. Hadoop can be 

implemented by open source MapReduce model offer a framework which is a scalable and Fault-tolerant for processing large data sets.  

MapReduce jobs are parallelized, distributed, and executed on a large cluster of commodity machines automatically.  In the MapReduce 

model, computation consists of two functions: map and reduce. MapReduce jobs are executed across multiple machines: the map stage is 

divided into map tasks and the reduce stage is partitioned into reduce tasks. In the map stage, each map task reads the input data, applies the 

user-defined map function, and generates key/value pairs. 

 

I. RELATED WORK  

MapReduce: Simplified Data Processing on Large Clusters 

MapReduce is a programming model and an associated implementation for processing and generating large data sets. Users specify 

a map function that processes a Key/value pair to generate a set of intermediate key/value pairs, and a reduce function that merges all 

intermediate values associated with the same intermediate key. Many real world tasks are expressible. Programs written in this functional 

style are automatically parallelized and executed on a large cluster of commodity machines.  

The major contributions of this work are a simple and powerful interface that enables automatic parallelization and distribution of 

large-scale computations, combined with an implementation of this interface that achieves high performance on large clusters of commodity 

PCs. 

Our implementation of MapReduce runs on a large cluster of commodity machines and is highly scalable: a typical MapReduce 

computation processes many terabytes of data on thousands of machines. Programmer’s find the system easy to use hundreds of MapReduce 

programs have been implemented and upwards of one thousand MapReduce jobs are executed on Google's clusters every day. 
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Dominant Resource Fairness: Fair Allocation of Multiple Resource Types 

Resource allocation is a key building block of any shared computer system. One of the most popular allocation policies proposed so 

far has been max-min fairness, which maximizes the minimum allocation received by a user in the system. Assuming each user has enough 

demand, this policy gives each user an equal share of the resources. Max-min fairness has been generalized to include the concept of weight, 

where each user receives a share of the resources proportional to its weight. 

We propose Dominant Resource Fairness (DRF), a new allocation policy for multiple resources that meets all four of the required 

properties in the previous section. For every user, DRF computes the share of each resource allocated to that user. The maximum among all 

shares of a user is called that user’s dominant share, and the resource corresponding to the dominant share is called the dominant resource.  

Resource-aware Adaptive Scheduling for MapReduce Clusters 

We present a resource-aware scheduling technique for MapReduce multi job workloads that aims at improving resource utilization 

across machines while observing completion time goals. Existing MapReduce schedulers define a static number of slots to represent the 

capacity of a cluster, creating a fixed number of execution slots per machine. This abstraction works for homogeneous workloads, but fails to 

capture the different resource requirements of individual jobs in multi-user environments.  

Our technique leverages job profiling information to dynamically adjust the number of slots on each machine, as well as workload 

placement across them, to maximize the resource utilization of the cluster. In addition, our technique is guided by user-provided completion 

time goals for each job. 

  

II. SYSTEM DESIGN 

 
 

Fig 1. System Design 

 

In the proposed system problem of deadlines under phase plane scheduling job session is examined. Also, we assume all the 

machines have identical hardware and resource capacity. It is interesting to study the profiling and planning problem for machines with 

heterogeneous performance characteristics. Finally, the scalability of PRISM improves distributed use dispatchers. 

Advantages: 

 It has many runtime resources within its lifetime.  

 PRISM provides higher degree of parallelism than current Hadoop cluster.  

 It refers to the Development stage level to improve resource utilization and performance. 

 

IV METHODOLOGY  

List of modules: 

MapReduce is framework for processing huge amounts of data on parallel problems with node and is called a cluster or grid. The 

processing can be carried out by the data as either unstructured or structured manner. Normally a MapReduce level is carried out in three 

development stages: 1. Map Step 2.Shuffle Step 3. Reduce step. In implementing levels, sometimes they go through the master and slave 

nodes to Hadoop MapReduce cluster. We postulate three levels of MapReduce to the tasks as you proceed: 

 

1. Phase Level Scheduling by Map Reduce in Hadoop Clusters 

It has a fine-grained resources exist to complete the phase for job scheduling. If the task of Node Manager planned Scheduler 

requires responds with Task Scheduler request. Then start Node Manager, an object. After completion of the execution of phase, then next 

task is started again. During this phase passes, there will be some time to interrupt the resource conflict Remove. While running in a phase 

plane to send phase -based message scheduler manager node. Heartbeat message from Node Manager reporting availability of resources on 

the node Upon receiving directions must select the phase should be scheduled on the node. 

 

2. PRISM 

A Phase and resource information conscious Scheduler for MapReduce cluster, the phase resource-aware scheduling performs at the 

level of the task. Specifically, we show that for most MapReduce applications, the runtime task resource consumption can significantly vary 

from phase to phase. Therefore, it is pulled by the resource requirement on the phase plane into account, it is possible to achieve for the 

planner a higher degree of parallelism, while avoiding resource conflicts.  
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We have developed a phase-level scheduling algorithm with the aim of a high work performance and resource utilization. Through 

experiments a real MapReduce cluster a wide range of workloads with running, we show PRISM up to 18 percent improvement in resource 

utilization returns while jobs allows complete up to 1: 3 dispatchers faster than current Hadoop. Finally, although PRISM is currently 

designed for Hadoop MapReduce, we believe our solution than can be applied to Dryad and other parallel computing frameworks. 

 

3. Distributed Job Schedulers 

 Cluster computing systems such as MapReduce were usually optimized for batch jobs. The Internet service used MapReduce, a 

large amount of peta bytes of data in a day to process live at day. Normally job scheduler is to control the process of computer application for 

unattended background program execution. Synonyms are batch system, distributed resource management system and distributed resource 

manager. MapReduce often run with the same data and on the same physical hardware side by side. We call such cluster frameworks as 

"multi-tenant" cluster.  

It is important, the amount of resources allocated to each computer to control frame. Otherwise MapReduce suffer from conflicting 

demands resources what. In poor performance Sometime during scheduling tasks when we performed less task in a machine and cause poor 

resource utilization. In a MapReduce technique, when a map object have homogeneous resources then be easily solved job scheduling 

problem. Then it is also easier for regulators to solve. Suppose the job runtime resource requirements then varies from task to task. It leads to 

a lower performance.  

The task has many phases s with different methods, and it can be characterized by homogenous. Suppose phase s in the task have 

heterogeneous resources then job scheduling based on resource conflict and low capacity utilization. Here we present a new job scheduler, 

distributed in the job scheduling is performed to increase the scalability of runtime jobs and to increase the use of resources in a highly 

efficient manner. 

 

V. CONCLUSION 

MapReduce programming model for the cluster, to perform a data-intensive computing. In this paper we show, above all, that if the 

resources are focused on the task level, the execution of each task in many development stages can be divided. During the execution of this 

development stage, many breaking- below the map and reduce tasks take place and lead them in a way that it reduce parallel over a large 

number of machines, runtime data-intensive jobs. They will perform resource allocation in the development stage plane. 

 

VI. FUTURE WORK 

     As future work, it need PRISM no administrator enough knowledge about the resource has performed with feature jobs on 

MapReduce and TaskTracker resources to cluster, the feedback result, it is the task of completely correctly with learning ensure each task 

allocation decision on cluster resources, to influence or constantly adjust later allocation strategy. It improves administrative efficiency and 

reduce the possibility of human error to be reduced. 

 We can implement the proposed algorithm for other parallel computing frameworks to address the limitations of our system and we 

can enhance the algorithm for large computing cluster environments. 
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