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Abstract :  In order to resolve the large scale scientific workflows the cloud computing conveys the high performance computing 

resources on the web.To execute these large scales scientific application cloud computing makes appropriate provisioning and scheduling 

decision in such a manner that total execution cost is minimized while meeting the deadline constraint. Toward this, several methods 

have been used. The conventional mechanisms majorly centered on decreasing the Makespan as well as cost even as obtaining the 

quality of service necessitations. But the delay parameter was not considered in the existing work.  In this work less delay as well as 

minimum cost is taken into an account by the projected mechanism. The Firefly algorithm is taking guarantee of acquiring better results 

in comparison with any optimization algorithms and offer quick results. On various famous scientific workflows like Montage, Ligo and 

Cybershake of diverse sizes the performance calculation shows that the projected mechanism presents better results comparative to the 

conventional mechanism. 

 

IndexTerms - Cloud Computing, Load Balancing, Resource Utilization, Round Robin Algorithm. 

 

 

[1] INTRODUCTION 

Cloud computing is an innovation that uses the web and central remote servers to give scalable services to its clients. It utilizes a huge 

measure of heterogeneous dispersed assets to convey endless diverse services to its clients with particular equality of service (QoS) 

prerequisites. AmazonEC2, Go Grid, Google App Engine, Microsoft Azure and Aneka are a portion of the important cloud computing 

stages. 

 

Basically, clouds are delegated public clouds, private clouds, community clouds, hybrid clouds and cloud federation. A public cloud can 

be available through any subscriber however private clouds and their foundation are claimed and available by a few associations. Likewise, 

community clouds are shared between a few associations and can be kept up by them or other specialist organizations. Hybrid clouds 

manage assets from both public and private clouds. Likewise, because of the accessibility issue of the single clouds, a development towards 

multi-clouds has risen which centers around the organization of various clouds. 

 

Additionally, the administrations given by cloud can be named software (SaaS), platform (PaaS), or infrastructure (IaaS) suppliers. SaaS 

supplier leases enterprise software as an administration to clients and PaaS supplier presents access to the required segments over the web to 

create applications.  

 

Likewise, IaaS clouds give foundations assets, for example, processing, storage, systems, and soon. Virtualization is one of the key 

empowering advancements of distributed computing which permits various Virtual Machines (VMs) to live on a solitary physical machine. 

A Virtual Machine (VM) copies a specific PC framework and executes the client issued undertakings. By utilizing the instantiation of the 

VMs, clients can convey their applications on assets with different execution and cost levels. In each physical machine or server, the VMs 

are overseen by a product layer called hypervisor or the VM screen which encourages the VMs creation and confined execution. 

 

[2] WORKING SCHEDULING 

Workflow scheduling is one of the major problems in the cloud computing which endeavors to delineate workflow assignments to the 

VMs in view of various useful and non-useful prerequisites. A Workflow comprises of a progression of interdependent assignments which 

are limited together through information or functional dependencies and these dependencies ought to be considered in the scheduling. In any 

case, Workflow scheduling for the cloud computing is a NP-hard advancement issue and it is hard to accomplish an optimal schedule. Since 

there are various VMs in a cloud and numerous client errands ought to be scheduled by thinking about different scheduling objectives and 

factors. The main goal of the Workflow scheduling strategies is to limit the make span by the best possible designation of the assignments to 

the virtual assets. For instance, a scheduling scheme may endeavor to help the guaranteed SLAs; the client indicated due dates and cost 

limitations. Likewise, scheduling solutions may consider factors, for example, resource usage, load balancing and accessibility of the cloud 

resources and administrations in the scheduling choices. 

 

[3] PROBLEM FORMULATION 

Cloud computing delivers high performance computing resources over the internet to solve large scale scientific workflows. To execute 

these large scales scientific application cloud computing makes appropriate provisioning and scheduling decision in such a manner that total 

execution cost is minimized while meeting the deadline constraint. Toward this, several methods have been used. However, the existing 

system faces a problem of working in a single region. Moreover, meta-heuristic based Genetic algorithm was used which minimized the 

execution time and cost. But with the advancement in the technology, more advanced optimization algorithm comes into existence that can 

be used for the evaluation. Moreover, Genetic algorithm can only perform well for discrete problems. The application of advanced meta-

heuristics algorithm can reduced cost as well as delay efficiently and effectively in the system.  
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[4] PROPOSED WORK 

To execute these huge scales logical application cloud computing settles on suitable provisioning and planning choice in such a way, to the 

point that aggregate execution cost is limited while meeting the due date requirement. Toward this, a savvy meta-heuristics Cost Effective 

Genetic Algorithm (CEGA) have been proposed earlier that work has been suffering from several issues that enforce the introduction of novel 

approach which can schedule the workflow in a cloud significantly. The proposed work is using the conceit of priority which helps in reducing 

the complexity and increase the effectiveness of the system. Furthermore, delay parameter was not considered in the existing work. So the 

proposed technique ensures less delay as well as minimum cost in the system. Additionally, Genetic algorithm is replaced with the firefly 

optimization algorithm in the proposed work. The firefly optimization algorithm is one of the latest artificial intelligence algorithms 

developed. This algorithm is taking guarantee of acquiring better results in comparison with any optimization algorithms. In addition to this, 

FA returns extremely fast results. Consequently, the proposed approach can produce efficient result while considering data transferring cost 

and minimizing makespan time. 

 

[5] METHODOLOGY 

[1] The first step is to get the dag for the work flow which is to process. 

[2] Extract the information for the selected DAG that is connection between the process, layers of the process in the DAG, cost, 

processing time of the processors. 

[3] After the required information initialize the random priority of the processes . 

[4] Evaluate the makespan time of the process according to the priority given in the previous step 

[5] Next step is to initialize the FA optimization parameters as  

a. Number of iterations 

b. Population size  

c. Other factors related to updation using FA 

[6] Start the iterative process of updation of the priorities of the process in the DAG 

[7] Get the best fitted priority table of the processes 

[8] Once the priority is finalized allot the process to the processors with the least cost and least Makespan time. 

[9] Finalize the table of process with least makespan time and this will behave as the final scheduling achieved using the proposed 

FA approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Flow chart of FA based proposed scheduling algorithm 
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[6] RESULT ANALYSIS 
The graph of Figure 2 illustrates the Makespan for Montage work flow of the proposed work. In which the range of Makespan varies from 0 

to 1000 and the range of Hard and Soft threshold varies from 0to 3.2. The average Makespan time in seconds is illustrated in the graph. In 

this graph it is illustrated that the proposed paradigm for Montage workflow under deadline values offers lower Makespan comparative to the 

ICPCP, CEGA, PSO, RCT and RTC.    

 
 

Figure 2 Comparison analysis of Makespan for Montage workflow 

 

 

 
 

Figure 3 Comparison analysis of Makespan for Ligo workflow 

 

The graph of figure 3 depicts the Comparison analysis of Makespan for Ligo workflow of the proposed work to the conventional 

mechanisms. The average Makespan time in seconds is illustrated in the graph. In this graph it is illustrated that the proposed paradigm for 

Ligo workflow under deadline values offers lower Makespan comparative to the ICPCP, CEGA, PSO, RCT and RTC.   In this the range of 

Makespan varies from 0 to 2500 and the range of Hard and Soft threshold varies from 0to 3.2. 
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Figure 4 Comparison analysis of Makespan for Cybershake workflow 

 

The graph of figure 4 depicts the Comparison analysis of Makespan for Cybershake workflow of the proposed work to the conventional 

mechanisms. In this the range of Makespan varies from 0 to 700 and the range of Hard and Soft threshold varies from 0to 3.2. The average 

Makespan time in seconds is illustrated in the graph. In this graph it is illustrated that the proposed paradigm for Cybershake workflow under 

deadline values offers lower Makespan comparative to the ICPCP, CEGA, PSO, RCT and RTC.    

 

 
Figure 5 Comparison analysis of Cost for Montage workflow 

 

The graph of Figure 5 illustrates the Comparison analysis of Cost for Montage workflow of the proposed work to the conventional 

mechanisms. In which the range of cost varies from 0 to 150 and the range of Hard and Soft threshold varies from 0to 3.2. In this graph it is 

illustrated that the proposed paradigm for Montage workflow under deadline values offers lower cost comparative to the ICPCP, CEGA, 

PSO, RCT and RTC.   
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Figure 6 Comparison analysis of Cost for Ligo workflow 

 

The graph of figure 6 depicts the Comparison analysis of Cost for Ligo workflow of the proposed work to the conventional mechanisms. In 

this graph it is illustrated that the proposed paradigm for Ligo workflow under deadline values offers lower cost comparative to the ICPCP, 

CEGA, PSO, RCT and RTC.   In this the range of cost varies from 0 to 90 and the range of Hard and Soft threshold varies from 0to 3.2. The 

Table 2 shows the values of the dataset for Ligo workflow.  

 

 
 

Figure 7 Comparison analysis of Cost for Cybershake workflow 

 

The graph of figure 7 depicts the Comparison analysis of Cost for Cybershake workflow of the proposed work to the conventional 

mechanisms. In this the range of cost varies from 0 to 80 and the range of Hard and Soft threshold varies from 0to 3.2. In this graph it is 

illustrated that the proposed paradigm for Cybershake workflow under deadline values offers lower cost comparative to the ICPCP, CEGA, 

PSO, RCT and RTC. The Table 3 shows the values of the dataset for Cybershake workflow. 

 

[7] CONCLUSION 

Cloud computing conveys high performance computing resources over the web to understand huge scale logical work flows. To execute 

these huge scales logical application cloud computing settles on suitable provisioning and planning choice in such a way, to the point that 

aggregate execution cost is limited while meeting the due date requirement. To overcome the issues in the existing mechanism the projected 

mechanism is introduced which schedule the workflow in a cloud effectively. The data transfer costs between different data centers have 

been decreased in this work as well as the delay is also decreased by the proposed paradigm. The firefly paradigm assures to obtain better 

results in comparison with any optimization algorithms and also produce quick outcomes. Subsequently, the proposed paradigm can generate 

effective outcome while considering data transferring cost and minimizing Makespan. Hence the better results are obtained by the proposed 

paradigm comparative to the conventional paradigms as verified in the results. 

As the proposed mechanism is very effective to offer better results but the new results can be generated by using a new techniques. So in 

future the hybridization of the metaheuristic techniques can be used or the artificial intelligence can also be used to achieve better 

optimization results. 
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