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Abstract:  In order to predict future results in a better way, predictive data mining techniques are used. In this paper, the 

predictive analytic approach is used in waste water treatment. The parameter values were calculated first. After computing, if the 

range value of these parameters were at its desired level, relevant to the predictive value, the water was in its purified form. It can 

be predicted to be used in the future. Waste water samples were collected from industries, and sample dataset was first created 

containing 500 records.  Preprocessing operation is then carried out to remove any unwanted information in the data set. In order 

to perform classification between the predictive data and the current data three models were utilized. They were Linear regression 

model, multilayer perceptron model and SMOreg model. The results of the three models were then compared. With the results, it 

is evident that linear regression and multilayer perceptron models prove to be better in predicting the data.  

 

Index Terms : Predictive data mining, preprocessing, Linear regression model, Waste water treatment. 

  

 

I.INTRODUCTION 

Data mining is the process of finding relevant data in a heterogeneous data repository. In this, predictive analytic 

approach is nothing but the use of previous samples to predict or forecast results [14]. They just compare past successes and 

failures and use those results to predict future outcomes. Most probably, predictive models were used in business to assess the 

risk with certain conditions in order to make decision making [15]. Linear regression model is the most commonly used model 

for predictive analysis. They are mainly used in examining, whether the specified set of attributes, were efficient in predicting 

the future outcome in a better way [12]. Linear regression models find the statistical relationship between predictive and 

dependent attributes. 

With the advent of various technologies in the present day world, many industries were established to improve the status. 

This creates various side effects in the environment. The water from these industries was very much polluted and must undergo 

various treatment processes to get purified. In this paper, predictive analysis is used in the application of waste water treatment 

[15]. It is the process of converting water that is of no use, back into the environment for any useful purpose [10]. Water is the 

Elixir of life. It is the sole responsibility of each and every individual to save water. At the same time, waste water can be 

recycled and transferred to the environment for useful purposes. 

 
II. LITERATURE REVIEW 

In 2012, Carlos Marquez-Vera et al [1], proposed a genetic programming algorithm for solving the challenges due to 

number of factors that affect the low performance of students and the imbalanced nature. Various methods involved are, Data 

Gathering, Pre-Processing, Data Mining, and Interpretation. Interpretable Classification Rule Mining (ICRM) and SMOTE 

(Synthetic Minority Over-sampling Technique) algorithms are used. As a first step they collected student’s data set. WEKA tool 

is used by them for implementing their work. Accuracy, True positive rate, True negative rate and Geometric mean were the 

parameters used by them for performance measurement. Their experimental results proved to be accurate and it achieved the best 

predictions of student failure (98.7 %).  

In 2007, M.Dixon et al [2], specified the way data mining is used in the anaerobic waste water treatment process. They 

presented their future direction of work in four ways; their experience in data mining area, the use of confidence and prediction 

intervals, generalization over different sizes and types of anaerobic digester and the relationship to overall supervision. 

In 2014, Manel Poch et al [6], presented a review in waste water treatment. They analyzed some of the main tools that 

are applied to obtain information and knowledge from raw data. The authors were trying to manage two important specific 

problems in their work. They were, sludge bulking and greenhouse gas emissions. 

In 2016, Festim halili et al [4], proposed a predictive modeling using data mining regression technique applied in a 

prototype. In this paper, they have applied the regression model in their prototype and analyzed its performance. As a future 

work, they are about to do other analysis with predictive models. 

In 2016, V.Kavya et al [5], made a review on predictive analytics in data mining. In their study, they mainly focused 

towards, predictive analytics, regression techniques and forecasting. With this survey they analyzed that, the predictive analytic 

approach is more efficient in marketing and other social media. 

In 2018, Shakuntala Jatav et al [8], proposed an algorithm for predictive data mining approach in medical diagnosis. In 

this paper, they analyzed the prediction systems for diabetes, kidney and liver disease. They used a combination of two 

classification techniques namely, support vector machine and random forest. The performances of the techniques were compared 
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based on precision, recall, accuracy, f_measure and time. The experimental results show that the accuracy was in the range of 

99.35%, 99.37% and 99.14%. 

In 2016, S.B.Soumya et al [9], described a data mining system with predictive analytics for financial applications. Their 

basic idea is to apply patterns on available data and generate new assumptions and behavior using predictive analysis. It can be 

applied in various application areas like, surveillance and warning systems, predicting abnormal stock market returns, corporate 

bankruptcies, financial distress, management fraud. In financial services, the approach is used to segment customers and predict 

cross-selling promotions. They classify customers, who respond to offers for additional products and services. 

In 2017, Fatimetou Zahra et al [3], made a study on the different application areas of predictive analytics and how it is 

used to solve various problems in industries. On looking into the benefits part, it reduced and prevented risk, saved time, cost 

and management of resources. The challenges include, get real, sufficient and clean data, which were developed to test the 

models. Weakness in the research area includes, focus on the development of models only, the wrong choice of models variables 

and algorithms affecting the results of predictions. 

In 2015, Sakshi rungta et al [7], presented a system to analyze user stories incorporating the data of energy and health 

demands of four countries for the past 30 years and finally to predict future trend of the parameters. The correlations between the 

entities were found using pearson’s coefficient. They have predicted the emerging trends in the form of power view charts. The 

future direction for improving the user in the loop workflow for predictive analytics was also presented. 

 

III.PROPOSED METHOD 

The various steps involved in the proposed method is as follows, 

(i) Data Collection. 

(ii) Data cleaning. 

(iii) Classification- Regression analysis, Multilayer Perceptron, SMOreg 

 

The structure of work flow is as shown in the below figure 1. 

 

 
Figure: 1 Data Flow Diagram. 

 

 

(i) Data Collection: This is the first step in any data mining process. Sample datasets were collected from industries and 

a sample database was created containing 500 records. The following figure 2 shows a sample database used for the 

research. 
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Figure 2. Sample Dataset. 

(ii) Data Cleaning: Cleaning process is carried out to remove any unwanted information in the database. 

(iii) Classification: In this case, the results of three different classifiers were compared. They were linear regression, 

multilayer perceptron and SMOreg. The sample database was fed as input into the system. The system was first 

trained with the given dataset.  

The maximum, minimum, mean and standard deviation of, COD and  BOD  parameters in the water sample is as 

follows, 

The values of BOD, 

 
 

The values of COD, 

 
If the range of  the values were at its desired level, the water will be in its purified level and can be predicted to be used in the 

environment. Otherwise, they have to undergo further treatment for purification. 

IV.RESULTS AND DISCUSSION 

 In the proposed method, classification process is carried out with three different classifiers and the results are 

compared. In the linear regression model, it just models the relationship between the variables by fitting linear equation to the 

observed data. Among the variables one is an explanatory variable and the other is a dependent variable [13]. The result obtained 

from a linear regression model is as shown in figure 3. 
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4.1 Results of Linear Regression Model 

 

 
Figure: 3 The output of a linear regression model 

4.2 Results of Multilayer Perceptron 

 The multilayer perceptron network [17] follows a supervised learning technique for training. They were a class of feed 

forward artificial neural network in which, they were organized into layers. These networks have the capability to learn and 

generalize from previous samples to new solutions. Apart from this, they have the capability to extract needed information from 

various inputs containing irrelevant data. Their functionality is similar to that of a human brain. Just as a human being could 

recognize past events, the network could produce the desired output that is learned from training. 

                                 
Figure: 4 The output of Multilayer Perceptron 

 

 

4.3 Results of SMOreg 

The output of the SMOreg regression model is as shown below. 
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Figure: 5 The output of SMOreg 

 

 

 

CONCLUSION 

 From the results, it is well evident that among all the three methods, linear regression model and 

multilayer perceptron proved to achieve better results in predicting the data. Hence the range of values were 

identified and predicted from the whole dataset. It is well evident from the output based on error value, that 

the parameters were at its predicted desired level and the treated water can be used in the environment. As a 

future work, a dataset was about to be created with more than thousands of records that can be utilized for 

research purpose. 
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