
© 2018 JETIR  November 2018, Volume 5, Issue 11                               www.jetir.org  (ISSN-2349-5162) 

 

JETIR1811656 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 371 

 

AN EFFICIENT CREDIT CARD FRAUD 

CLASSIFIER OF THE FOUR DATA  MINING 

CLASSIFICATION ALGORITHMS-A 

COMPARATIVE ANALYSIS 
 

1 M.V.Jisha ,  2Dr. D .Vimal Kumar 

1 PhD Full Time Research Scholar, 2 Professor, Department of computer science. 
1Department of computer science. 

1Nehru arts and Science College, Coimbatore, Tamil Nadu, India. 

 

Abstract: Credit card payment has now become popular .Credit card is an easiest way to pay directly through your bank account. 

In every  mode of transaction method ,there is pros and cons, there exists many credit cards fraud committed  online , via web 

,phone shopping or card holder-not-present. However ,there is very limited information available to distinguish  dynamic fraud 

from genuine customer behavior in such an extremely sparse and imbalanced data environment, which makes the instant and 

effective detection become more and more important and challenging. In this paper , a comparative analysis is done using four 

data mining classification algorithms, namely, Random Forest, Logistic Regression ,K-nearest neighbor and Support Vector 

Machine, to detect the efficient algorithm which is having high accuracy in detecting the credit card fraud, as the transaction 

increases day by day.   

Index Terms: Random Forest, Logistic Regression , K-nearest neighbor and Support Vector Machine,  confusion matrix. 

1. INTRODUCTION 

Real time credit card is most suitable mode of payment for both online as well as daily purchases. Credit card frauds are mainly of 

two types: first is Offline frauds. This type detects the stolen credit card at storefront or call center and uses the personal details. 

Second, is the Online fraud . This fraud detected via internet, mobile phone ,e-mails ,web, shopping .Credit card fraud uses credit 

card details like cardholder names ,credit card pin ,credit card cvv [20]etc. Only the card’s details are need,  and a manual 

signature and card imprint are not required at the time of purchase. 

Mainly there are different classification algorithms in data mining to detect the fraud in Credit card transactions. Fraud detection 

detects the data streams of transactions and learns the fraud’s patterns. A fraud shows a small fraction of the daily transactions. 

There are many Statistical as well as machine learning techniques for detecting the frauds which classes ,clusters or associate the 

patterns in the transactions. These techniques study the unusual behavior of the patterns in the imbalanced data. It may be done 

under supervised learning or un supervised. In this paper, four classification algorithms are tested for the dataset , to detect the 

frauds, i.e. Random Forest ,Logistic Regression ,support Vector Machine and K- nearest neighbor[20]. 

Rest of this paper is organized as follows. Section II presents an overview of the algorithms used in the work. Section III provides 

the description of the data set used. Section IV  gives the information about the tool used in the work. Section V describes the 

methodology .The last section VI gives the Conclusion and the future work of my study. 

 II .   PROPOSED WORK 

2.1 Random Forest 

The random forest is an ensemble approach that can also be thought of as a form of nearest neighbor predictor. Ensembles are a 

divide and conquer approach used to improve performance. The main principle behind the ensemble methods is that a group of 

“weak learners” can come together to form a “strong learner”. Each classifier , individually , is a weak learner, while all the 

classifier taken together are a strong learner. Random Forest runs quite fast and they are able to deal with unbalanced and missing 

data. Its  weakness  are that when used for regression they cannot predict beyond the range in the training data,  and that they may 

over fit data sets that are particularly noisy. Of course, the best test of any algorithm is how well it works upon the data set. 
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 Random Forest adds additional randomness to the model, while growing the trees. Instead of searching for the most important 

feature while splitting a node, it searches for the best feature among a random subset of features. This results in a wide diversity 

that generally results in a better model. Therefore, in Random Forest, only a random subset of the features is taken into 

consideration by the algorithm for splitting a node. You can even make trees more random, by additionally using random 

thresholds for each feature rather than searching for the best possible thresholds (like a normal decision tree does). 

2.2 Support Vector Machine 

SVM has attracted a great deal of attention in the last decade. It also applied to various domains applications. SVMs are 

used for learning classification, regression or ranking function. SVM is based on statistical learning theory and structural risk 

minimization principle. And have the aim of determining the location of decision boundaries. It is also known as a hyper plane . 

That produces the optimal separation of classes. There by  creating the largest possible distance between the separating hyper 

plane. Further, the instances on either side of it have been proven. That is to reduce an upper bound on the expected generalization 

error. it decides the target variable value for future predictions. We should decide upon a hyper plane that maximizes the margin. 

The advantage of this is that they can make use of certain kernels to transform the problem. Such that we can apply linear 

classification techniques to non-linear data.  

Applying the kernel equations. That arranges the data instances in a way within the multi-dimensional space. That there 

is a hyper plane  that separates data instances of one kind from those of another. The kernel equations may be any function. That 

transforms the non-separable data in one domain into another domain. In which the instances become separable. Kernel equations 

may be linear, quadratic, Gaussian, or anything else. That achieves this particular purpose. 

2.3 Logistic Regression 

 Logistic Regression is one of the machine learning algorithm after linear regression. In a lot of ways, linear regression and logistic 

regression are similar. But, the biggest difference lies in what they are used for. Linear regression algorithms are used to 

predict/forecast values but logistic regression is used for classification tasks. There are many classification tasks done routinely by 

people. For example, classifying whether an email is a spam or not, classifying whether a tumour is malignant or benign, 

classifying whether a website is fraudulent or not, etc. These are typical examples where machine learning algorithms can make our 

lives a lot easier. A really simple, rudimental and useful algorithm for classification is the logistic regression algorithm. Logistic 

regression algorithm also uses a linear equation with independent predictors to predict a value. The predicted value can be 

anywhere between negative infinity to positive infinity. We need the output of the algorithm to be class variable, i.e. 0-no, 1-yes. 

Therefore, we are squashing the output of the linear equation into a range of [0,1]. To squash the predicted value between 0 and 1, 

we use the sigmoid function. 

      Linear Equation and Sigmoid Function 

                                                             Z= Ɵ0   +  Ɵ1 .x1  +  Ɵ2 .x2  +…                           (1) 

                                                                g(x) =  
1

1+𝑒−𝑥       .                                              (2)                      

                Squashed output-h 

                                                                h= g(z )=  
1

1+𝑒−𝑧          .                  (3) 

We take the output (z) of the linear equation and give to the function g(x) which returns a squashed value h, the value h will lie in 

the range of 0 to 1.   

2.4  K- nearest Neighbour 

K-NN is the classification of object performed on the basis of closeness of training data available within the feature based is 

called KNN algorithm. It is lazy learning algorithm known as instance based learning which utilize in order to perform regression. 

With the given labelled location of training data, the space is divided into regions. If there is most frequent class available 

amongst the KNN to which class the points in space is assigned. If there is numerical values given the Euclidean distance is used 

http://www.jetir.org/


© 2018 JETIR  November 2018, Volume 5, Issue 11                               www.jetir.org  (ISSN-2349-5162) 

 

JETIR1811656 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 373 

 

to estimate distance metric[9]. KNN classifier are rely upon learning by relationship, it implies by contrasting a given test 

information and preparing test which is like it. KNN consists of two processes: distance ranking and distance computing. 

The various phases of KNN are training phase ,testing phase, classification phase. In training phase, the algorithm only stores the 

feature vectors and corresponding class labels. In testing phase, the algorithm  make  the decisions on the basis of the training set. 

In classification phase, a single number is given to k, which decides how many neighbours influence the classification. The value 

of k can be large or small. If k=1, considered as the nearest neighbour. If k is large then it reduces the effect of noise on 

classification. 

  

 

III.   DATA SET DESCRIPTION 

The data set of credit card fraud detection from Kaggle.com repository is used in this work. It contains 3.9  lacs of data. The total 

numbers of attributes are 31 in this data set. There are 463 frauds in this dataset.All the attributes are used as input to the 

respective algorithms. The default payment next attribute is class identifier with the value “0” indicates no fraud and value “1” 

indicates presence of fraud. 

Predictable attributes: 

Label 

Value: 0= No Fraud 

Value: 1= Having Fraud 

Input attributes: 

1. Amount: It includes the amount of given credit. 

2. Time:  First and current transaction timing elapse. 

3. Class: Response Variable (1-Fraud,0-No Fraud) 

3.  V1 TO V28 Variables: Principal Components through PCA(Principal Component Analysis (Dimensionality –reduction 

technique)  

The required libraries are added. SMOTE Function is used to make the imbalanced data to balanced data.  

Few libraries mentioned below: 

library (CARET) for classification and regression. 

library(ggplot)for plotting the graphs. 

 library(ROSE) for random over sampling. 

library(CaTools) for classification tools and statistical analysis. 

   IV.    TOOL USED 

R studio software is used in this work for the analysis of various algorithms. In R studio it is very easy to install required packages 

because of its user friendly behaviour. It is an open source integrated development environment (IDE) for R programming 

language. R language provides a wide variety of statistical and modern graph techniques. It is very easy to understand and 
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implanting a code with this tool. At backend  NoSql  is used for storing and processing the database. NoSql provides highly 

reliable, flexible and available data management services and play an important role in database world[1] [4][20]. 

  V.    METHODOLOGY USED 

 

In this work, I used four different classification algorithms for the fraud detection. They are   Random Forest, Logistic Regression 

, K-nearest neighbour and Support Vector Machine and then analysed the results. Each algorithms used the above mentioned 

attributes ,four metrics are measured and compared ,their accuracy, sensitivity,  specificity , precision and AUC (Area under 

curve),(in percentage).For detecting ,the whole transaction is to detect 25 % fraud, 50 % fraud, 75 % fraud and 100% fraud 

respectively using each algorithm.[1] 

Name of the algorithm Accuracy ( 100% fraud) 

Random Forest 97.15 

Logistic Regression 95.09 

Support Vector Machine 96.12 

K nearest neighbour 68.62 

 

5.1. Confusion Matrix: 

The Confusion matrix is one of the most intuitive and easiest (unless of course, you are not confused)metrics used for finding the 

correctness and accuracy of the model. It is used for Classification problem where the output can be of two or more types of 

classes. 

Before dividing into what the confusion matrix is all about and what it conveys, Let’s say we are solving a classification problem 

where we are predicting whether a transaction is fraud or not. The value 1 represent the fraud and value 0 represents the no fraud 

,specified in the attribute class.The confusion  matrix, is a table with two dimensions (“Actual” and “Predicted”), and sets of 

“classes” in both dimensions. Our Actual classifications are columns and Predicted ones are Rows. 

                                                                                                   Actual 

         

                                                   Predicted 

 

Terms associated with Confusion matrix: 

 

1.True Positives (TP): True positives are the cases when the actual class of the data point was 1(True) and the predicted is also 

1(True). 

2. True Negatives (TN): True negatives are the cases when the actual class of the data point was 0(False) and the predicted is also 

0(False). 

3. False Positives (FP): False positives are the cases when the actual class of the data point was 0(False) and the predicted is 

1(True). False is because the model has predicted incorrectly and positive because the class predicted was a positive one. (1). 

4. False Negatives (FN): False negatives are the cases when the actual class of the data point was 1(True) and the predicted is 

0(False). False is because the model has predicted incorrectly and negative because the class predicted was a negative one. (0) 

Sensitivity compares the amount of items correctly as fraud to the amount incorrectly listed as fraud, also known as the ratio of 

true positives to false positives. Specificity refers to the same with legitimate transactions, or the comparisons of true negatives to 

false negatives. 

 Positives(1) Negatives(0) 

Positives(1) TP FP 

Negatives(0) FN TN 

http://www.jetir.org/


© 2018 JETIR  November 2018, Volume 5, Issue 11                               www.jetir.org  (ISSN-2349-5162) 

 

JETIR1811656 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 375 

 

 

 Formulas for detecting the above mentioned factors are: 

  1. Accuracy:   
TP+TN

TP+FP+FN+TN
                                      

 

  2. Sensitivity :   
TP

TP+FN
  

  3. Specificity :  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 

  4. Precision : 
TP

 TP+FP
 

  5.  AUC : The true positive rates are plotted against false positive rates. 

     5.2 Table representing the statistical analysis    

   

                       Table 1:  Analysis of detecting 25% and 50% fraud 

 

Measures 

               25% of fraud 50% of fraud 

RF LR SVM KNN RF LR SVM KNN 

Accuracy 0.9585 0.9521 0.9617 0.6262 0.9827 0.9686 0.9686 0.6311 

Sensitivity 0.9452 0.9810 0.9467 0.5959 0.9702 0.9539 0.9700 0.5894 

Specificity 0.9701 0.9226 0.9755 0.6527 0.9940 0.9862 0.9674 0.6687 

Precision 0.9650 0.9281 0.9726 0.6000 0.9932 0.9881 0.9636 0.6159 

AUC 0.9590 0.9520 0.9610 0.6240 0.9830 0.9700 0.9670 0.6300 

 

 

 

 

 

 

                                                        Table 2: Analysis of detecting 75% and 100% fraud 

 

Measures 

               75%  of fraud                 100% of fraud 

RF LR SVM KNN RF LR SVM KNN 

Accuracy 0.9755 0.9370 0.9658 0.6564 0.9715 0.9509 0.9612 0.6862 

Sensitivity 0.9511 0.9180 0.9816 0.6222 0.9498 0.9315 0.9713 0.6349 

Specificity 0.9979 0.9100 0.9523 0.6879 0.9924 0.9740 0.9522 0.7339 

Precision 0.9977 0.9651 0.9467 0.6481 0.9914 0.9771 0.9474 0.6893 

AUC 0.9770 0.9390 0.9670 0.6560 0.9730 0.9530 0.9620 0.6870 

 

 

        5.2 Screen shots of various algorithms:  

              

        KNN Algorithm: 
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                                                       Fig 1:  Representation of KNN  

                        SVM Algorithm: 

 

                          Fig 2: Representation of SVM 

 

  

                       Random Forest Algorithm: 
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                                                       Fig.3: Representation of Random Forest 

 

                 Logistic Regression Algorithm: 

 

                                                            Fig 4: Representation of Logistic Regression 

VI . CONCLUSION  

The objective of this work is to detect the presence of fraud in credit card database with the help of four classification algorithms 

and then compared the result of all the four algorithms. In this work first used Logistic Regression and got the accuracy of 

95.09%. Which is very good result. Then we used Support Vector Machine for the classification of fraud. It gave the accuracy of 

96.12%. This is also good. Then used Random Forest got a very good accuracy of 97.15%.At last we used KNN and got the 

accuracy of 68.62%.So the results of comparisons specified that Random Forest give better results for the classification of fraud, 

for large transactions. Therefore ,an efficient credit card fraud detector is Random Forest Classifier among the four other 

classification algorithms. The next proposed work, in progress is to enhance the random forest algorithm to detect the fraud. 
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