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ABSTRACT 

 
The usage of online shopping portal has made the shopping easy in a sense that one can purchase a product without visiting the 

shop physically. In another way, it is also difficult to shop online as there are a number of similar product offered by different online 

shopping portal with difference in cost. So, for getting value for money one has to explore each portal and then need to compare 

the cost. It is a difficult, time consuming and sometimes confusing task. As the data generated from such searches are unstructured 

big data, a specialized techniques must be applied. This research is an attempt to make the life of online buyers easy by mining 

some valuable information that a customer generally looks for. By processing unstructured big data generated from online shopping 

portal searches, the proposed technique extract minimum (or maximum) cost product offered by various online shopping portal, 

product wise and date wise. Along with the minimum cost of various product searched, minimum cost of other related products 

have also been mined. For this purpose five data sets have been generated from searches of various online shopping portals. Hadoop 

and Map Reduce is used to process large amount of data set in parallel. Java and Eclipse IDE have been used for necessary coding 

and for execution environment. Tibco Spotfire is used for graphical visualization and data analytics. 
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1. INTRODUCTION 

 
Due to the growing usage of e-commerce applications and ease of shopping, the demand for online shopping is increasing day by 

day. This increased demand is producing large amount of data. The continuous addition in data size is raising difficulty while 

dealing with it [1]. The enterprises are bound to deal with big data that are up to many terabytes in size. As the size of these data 

are huge and are generally unstructured, processing of data within acceptable time limit, reducing the cost storage management and 

finding useful information is a big issue [2].  

 

With time web portals are becoming much accepted for information retrieval, knowledge discovery and online shopping [3]. That 

is why business try to utilize web log for finding the patterns. These web logs [4, 5] are generally created and maintained 

by a web server that stores the activities performed by a user in a particular website. The various information stored in a web 

log may include person identity and the actions performed. Discovering such pattern from the web comes under the purview of 

web mining [6]. 

 

Whenever a customer search for a particular product while online shopping, (s) he gets same product in different online store with 

different cost. Together with the original product searched (s) he also gets an options of selecting a related product that other 

customer also viewed. Sometimes it rather confuses the customer. This research is intended to make customer comfortable while 

taking final decision. It also focus on managing of the most viewed and demanding product on the seller’s site. In short this research 

focus is web content mining of big data [7, 8] with a case of online shopping.  

 
1.1. WEB CONTENT MINING 

 
Web is a collection of documents. The web content is incredibly huge, flexible and dynamic. The WWW has grown in the large 

volume of traffic, size and complexity of Internet sites. It is difficult to spot the helpful, needed and desired information present 

in the web. The growing field of web mining aims for finding and extracting relevant information that is hidden in web connected 

knowledge, in particular in text documents. Data mining [9, 10] is that the idea of extraction valuable information from massive 

volume of information. Web mining is a specialized application of data mining to mine knowledge from web data using web 

content, web structure, and web usage data. 

 

The information handled by a web site in general are comprise of content, structure and log data. The process of web mining based 

on these categories may be further divided as: web content mining, web structure mining and web usage mining. As the name 

suggests, web content mining deals with the presented data, the web structure mining [11] is all about extracting web site structure, 

and web usage mining [12] explores the usage characteristics by web site users. All these mining process extract information semi- 

structured nature, and hence requires various pre-processing and parsing techniques to be applied for better result. Some of the 

prominent are domain understanding, data pre-processing, data cleansing, pattern discovery, interpretation, and reporting. However 

the main focus of this research is web content mining. 
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1.2. BIG DATA 

 
The quantity of data generated by web is massive [13]. The term big data has been used to describe such huge data that exceeds 

the process capability [6] of humans. It has been characterized by 5V [14]: Volume, Velocity, Variety, Variability and Veracity. 

 Volume: The magnitude of knowledge is massive; generally in terabytes and petabytes. This huge volume of large 

size of knowledge makes it difficult to analyze using traditional methods. 

 Velocity: Since the rate by which data is generated is fast, it shall be processed in restricted time frame. The 

conventional methods of data mining technique may not be applied in such cases. 

 Variety:  The sources from where big data is generated are very different in nature. So, big data methodology must be 

able to deal with all format of data; structured, semi-structured and unstructured. 

 Variability: Inconsistency is an issue for big data that make it difficult to store, process and manage. 

 Veracity: The quality of data can vary significantly that may affect accurate study of patterns. 

 

1.3. PROBLEM STATEMENT AND OBJECTIVE 

 
A typical online trading application needs to process thousands of customer’s transactions per day that is also needed to be stored 

in its database. All such data transactions need to be clustered according to some chosen parameters for identification of 

meaningful patterns and inference. An example of such pattern is probability of buying of related product based on a purchase. As 

with rapid development of Internet, e-commerce where data are mostly unstructured or semi structured and huge [15], the older 

techniques like clustering [16] is not fast and efficient. In such situation finding relevant and useful data is difficult and time 

consuming. 

 

To address the above problem, an appropriate web mining technique has been selected. Further raw data is converted into structured 

data. For this purpose machine learning [17-20] has been used to mine big data. The aim of present research is to consider the 

following issues while keeping in mind the growing size of online products data: 

 To filter the product based on web data log such as frequent access paths, frequent seen products etc. 

 To transform the data in structured format for meaning. 

 To make e-commerce and online shopping selection item easy and more accurate. 

 
2. REVIEW OF LITERATURES 

 
A work has been published by [21] to study the problem of extracting knowledge records from the website managing huge data. To 

evaluate the tactic and concepts projected during this research, a large variety of experiments have been conducted to demonstrate 

their effectiveness. Further [22] proposed a methodology for extracting data from the Internet in knowledge acquisition. The basic 

idea of the research was to bound lexico-syntactic patterns and semantic relation.  In  [23] a research has been published on web 

content mining. The main focus was on managing web content between the server and the client. It also discussed the issue of logs. 

A very innovative work has been proposed by [24] that introduced a new way of identifying semantic correspondences by usage-

based relations between the objects themselves. 

 

In recent years various system has been proposed using web content mining. The paper [25] presents a model to form a reliable 

forecasting structure for the US presidential elections and US House race. A novel web service recommendation system by [26] has 

been proposed by integrating a user's probable QoS preferences and variety of user likeliness on web services. A system VAiRoma 

[27] has been proposed based on visual analytics approach to help consumers make sense of places, events, times and the relations 

between them based on a big pool of Wikipedia articles.  

 

Further a work was proposed by [28] to keep track of active users and the television events. Based on this information the popularity 

of television event may be known. A software architecture has been developed by [29] to make and sustain a Genomic and Proteomic 

Knowledge Base (GPKB), which assimilates a number of the most pertinent sources of such discrete information.  

 

As the work of mining unstructured big data is multi-disciplinary and exhaustive, it is very difficult to list of all the works that has 

been done in this direction. However, it has been attempted to mention some notable work the work in the domain of this research. 

 
3. PROPOSED SOLUTION AND IMPLEMTATION 

 
To mine the minimum and maximum cost of products from unstructured big data generated from online shopping portal searches 

following steps have been performed: 

1. A search on various product has been performed by visiting various portals for few days. 

2. The unstructured data generated from these searches has been converted into structured data. 

3. Apache Hadoop [30], Map Reduce algorithm [31, 32], Java code [33] and Eclipse IDE [34] have been used for processing 

and for generating necessary outcome. 

4. Finally, Tibco Spotfire [35], a data analytics tool has been used for visualization. 
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3.1. CONVERTING UNSTRUCTURED DATA INTO STRUCTURED DATA 

 
As the data extracted from web sites are generally unstructured in nature, it is difficult to process. That is why an attempt has been 

made to convert the unstructured data into structured form. Machine learning technique is used to extract the raw data.  

  

 
Figure 1. Sample instance of raw data after searched 

 

For example a sample search depicted in figure 1 has been converted into structured data depicted in Table 1. 

 
Table 1. Structured data after conversion of raw data 

3.2. DATA SETS USED 

 
The data has been generated from various online shopping site such as Snapdeal, Flipkart, Amazon etc. Search of items were 

conducted for few days. This product search activity was recorded and stored into .csv file that is a form of structured data. A 

sample snapshot has been depicted in figure 2. 
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Figure 2. Snapshot of the data Set used 

 

Five different .csv files has been generated from activity log. 

  

3.3. PROCESSING THE DATA WITH HADOOP AND MAP REDUCE 

 
Each file is loaded into Hadoop environment through Hadoop Distributed File System abbreviated (HDFS). Map Reduce algorithm is 

used to process the data as it allows processing in parallel. It combines Map program and Reduce program. Map does filtering and 

organizing whereas Reduce accomplishes an output outline operation. 

 
3.4. PROGRAMMING ENVIRONMENT USED 

 
The proposed solution of the mentioned problem has used Ubuntu operating system.  Hadoop and Map Reduce is used to process 

large amount of data set in parallel. Programming language Java is used for necessary coding for experiment. Eclipse IDE has 

been used for execution environment. Tibco Spot fire is used for graphical representation of the filtered data. It is a data 

visualization and analytics tool that helps to quickly uncover insights for better decision-making. 

 
3.5. EXPERIMENTAL SEQUENCE OF EVENTS FOR HADOOP  

 
The following sequence of events has been performed in the experiment for big data mining:  

 

1. Load the data set in HDFS. 
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2. Write the Java code using Eclipse IDE 

3. Make a jar file of the package to execute it. 

4. Load the output/result in HDFS 

 

The above process is repeated separately for all the five .csv files. Filtering is done on the basis of date of search, URL used, items 

searched and item viewed. Key value pair is generated for all keys. Each time the cost is evaluated. Finally cost range has been 

produced. Maximum and minimum cost of the searched products as well as the viewed products has been generated.  

 
4. RESULTS AND DISCUSSION 
 

Whenever a customer search for a particular product, that product might be available in various online shopping portals. One has 

to compare the cost offered by different online shopping portal manually. Figure 3 shows the maximum cost of a product offered 

various portal.  

 

 
Figure 3. Maximum cost product offered by various online shopping portal 

 
Similarly, Figure 4 depicts the minimum cost product offered by various online shopping portal. The mining has been performed on 

the basis of URL. 

 

 
Figure 4. Minimum cost product offered by various online shopping portal 

 

Sometimes, the cost of the product varies when searched in different dates. One can also mine the minimum (or maximum) cost of a 

product date wise (refer Figure 5). 

 

 
Figure 5. Minimum cost of a product date wise 
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When a customer searches a product, (s) he searches various models of it. Figure 6 depicts the minimum cost of various models 

of a product of Aguaguard and women’s top. 

 

 

 
Figure 6. Minimum cost of various product searched 

 

There are a situation when a customer searches a product, shopping portal also suggests the link of some related product, that users 

clicks and explores. One can also mine the minimum (or maximum) cost of all these products. Figure 7 depicts the same situation. 

 

 

 
 

Figure 7. Minimum cost of various product searched along with related products 

 
These related products is generally suggested under the heading 'also viewed' or 'you may also like'. It give customer a variety of 

similar options. Thus a better product is selected when number of option is increased and thus better decision can be made. 

 
5. CONCLUSION  

 
The main objective of the present research is to find the cost spread (the mining of minimum and maximum cost) of products from 

unstructured big data generated from online shopping portal searches. For this purpose five data sets has been created by searching 

various products on Snapdeal, Flipkart, Amazon and other online shopping portals. Hadoop and Map Reduce has been used to 

manage large date size and parallel processing. Finally, minimum and maximum cost of a product has been mined on various 

criteria. 
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