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Abstract:  Employee attrition is the percentage of employees who leave a company and are replaced by new employees. A high rate 

of attrition in an organization leads to increased recruitment, hiring and training costs.                                                                                                        

It is extremely demanding and trending research area in today’s working culture. Most of the employees leaves the job due to 

dissatisfaction or low income or company political issue or reason can be enormous. This paper not only predicts the stay of an 

employee in a company but it also provides the key criteria which lead the employee to leave the job. Predicting Attrition has 

become essential need of Human Resources (HR) in many companies. Machine learning (ML) developments have made it possible 

to obtain both improved forecasting performance and clearer explanations of what essential features are associated to employee 

attrition. In this project, various machine learning approach for employee attrition prediction will be implemented to find out the 

best solution among them. This paper initially provides comparative analysis of various ML approaches for employee attrition 

prediction and then gives the best solution for employee attrition prediction and also provides critical features linked to employee 

attrition.  

 

IndexTerms –Attrition, Prediction, Random forest, Logistic regression, ML 

I. INTRODUCTION 

1.1. Employee Attrition 

Employee is the key asset for the growth of any organization. If any employee leaves the company suddenly then it costs 

lot to the company. This loss are tangible and intangible both. Organization have to spend money on new recruitment, training 

and explanation of working culture. If company has lost their most efficient employee then it costs even in profit of 

organization. So if we can predict employee attrition in advance or in early stage then it can be blessings for a company and 

Human resource department. There are several benefits of employee attrition prediction which are listed below [1]: 

• Assessing employee needs, as well as their strengths and weaknesses 

• To reduce the cost of acquiring new talented employees based on employee profiling and organizational requirements. 

• It can analyze and measure the loss of expertise and skill sets in terms of employees. 

• Calculation of financial and productivity losses as a result of attrition 

• The company will be able to plan ahead of time and minimize the damage. 

• Has a thorough understanding of labour supply and demand. 

• Capable of developing probable strategies based on the prediction model's insight and foresight 

Those listed advantages have become the great motivation to develop such project. The main thing about project is that it 

not only predicts the employee attrition but also do the analysis of key features associated with attrition. 

 

1.2 Machine Learning Algorithms 

As per Wikipedia, "Machine learning is the scientific study of algorithms and statistical models that computer systems use 

to perform a specific task without using explicit instructions, relying on patterns and inference instead. It is seen as a subset 

of artificial intelligence". In this paper various supervised learning algorithms are used for employee attrition prediction. 

Following algorithms were applied to predict employee attrition.  

 

A. Logistic Regression 

Logistic regression continues to be one of the most widely used methods in data mining in general and binary data 

classification in particular [2]. It is useful when you wish to perform binary classification. It performs even better if you 

remove the irrelevant columns from the dataset. Removing irrelevant data from the dataset gives the higher accuracy in the 

case of logistic regression [4]. 

 

B. Random Forest 

Random Forest comes in the list of most efficient and powerful algorithm of machine learning. It is a similar to ML 

algorithm called Bootstrap Aggregation or bagging. Random forest gives more accurate and stable prediction because it 

builds multiple decision trees and then merges them together. 

 

C. KNN (K Nearest Neighbor) 

The KNN algorithm is very simple and very effective [4]. KNN means it finds the similar objects or say instances 

from the given dataset. K is the number of instances.  

 

D. Naïve Bayes 

Naive Bayes is a simple but astonishingly powerful algorithm for predictive modelling. It is very efficient on complex 

prediction problems. There are several methods of Naïve Bayes like: 

 Gaussian Naive Bayes 
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 Multinomial Naive Bayes 

 Complement Naive Bayes 

 Bernoulli Naive Bayes 

 Categorical Naive Bayes 

 Out-of-core naive Bayes 

E. Support Vector Machines (SVM) 

        SVM is the most popular name in the world of Machine learning algorithms. Here hyperplane is a line that distributes 

the input variable. In SVM, a hyperplane divides the input into mainly two categories here in our project it will be person 

leaving job and person not leaving job. These two classes are separated using hyperplane. 

 

F. Decision Tree 

Decision Trees are an important type of algorithm for predictive modeling machine learning. It is similar to the concept 

of data structure. Input variable is root and leaf node contains Y or N in case of binary classification. 

II Literature Review 

Many publications [1, 2] have demonstrated that human resource management (HRM) plays a significant role in current scenarios, 

personnel selection and training, and determining technological output. Indeed, the findings show that HRM's impact on 

productivity has a positive impact on a company's capital growth and intensity [3]. Most studies focus on evaluating customers and 

their activities, but they fail to address a company's most valuable asset, which is reflected in its people [4, 5]. Many studies have 

been conducted to investigate employee attrition. Existing research [6] discovered that employee demographics and job-related 

characteristics such as income and length of employment have the greatest influence on employee attrition. Another study [7] 

investigated the effects of demographics and employee absence on attrition. [8]'s writers focused primarily on job-specific variables. 

The authors of [9] used a Nave Bayes classifier and the decision tree method J48 to compare the likelihood of an employee quitting 

the organization. Two strategies were tested for each algorithm: tenfold cross-validation and percentage split 70. J48 results using 

tenfold cross-validation found an accuracy of 82.4 percent and an incorrect classification of 17.6 percent, whereas percentage split 

70 revealed an accuracy of 82.7 percent and an incorrect classification of 17.3 percent. The Nave Bayes classifier produced an 

accuracy of 78.8 percent and an incorrect classification of 21.2 percent using tenfold cross-validation, whereas percentage split 70 

achieved an accuracy of 81 percent and an incorrect classification of 19 percent [11]. Studied the use of Logistic Regression in 

forecasting employee turnover and discovered that it had an accuracy of 85% and a false negative rate of 14% [10]. 

III Implementation 
 

3.1 Dataset Description 

For implementation of various machine learning algorithms, a dataset was needed. Here in this paper we have used dataset from 

URL: https://www.kaggle.com/patelprashant/employee-attrition. The name of dataset is WA_Fn-UseC_-HR-Employee-

Attrition.csv. This dataset consist of 1470 rows and 35 columns.  

 

 
[Fig1. Dataset columns and its data type] 

 

3.2 Introduction to Google Colab 

Google colab was utilized to develop multiple machine learning algorithms on the HR dataset. Google is adamant about AI research. 

Google spent many years developing TensorFlow, an AI framework, and Colaboratory, a development platform. TensorFlow is 

now open-source, and Google has made Colaboratory available to the public for free since 2017. Google Colab, or just Colab, has 

replaced Colaboratory. Another appealing feature that Google provides to developers is the utilization of GPU. Colab supports GPU 

and is completely free. One of the motivations for making it freely available to the public could be to make its software a standard 

in academics for teaching machine learning and data science. It may also have the long-term goal of establishing a customer base 

for Google Cloud APIs, which are sold on a per-use basis. Regardless of the causes, the introduction of Colab has made machine 

learning application learning and development easier [9]. 
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3.3. Implementation Steps 

Implementation steps are explained using following diagram. Diagram also explains the process which is going to occur in each 

step. The Fig.2 shows both: process name and process details. 

 

 

3.3.1 Identifying feature importance for employee attrition 

Feature of any project simply means the attribute. This section deals with the data that actually which features are more 

correlated for employee attrition which is our target attribute. Target attribute means the attribute which we wish to predict 

with our code. Here our target is to predict that which employee may leave the organization in near future which we also 

know as attrition. So to predict the attrition first of all it’s important to check with every attribute that how much it is related 

to predict the target attribute. 

 

 
[Fig.3 Various features histogram for employee attrition prediction] 

 

3.3.2 Implementing ML algorithm  

In this paper, logistic regression, Decision tree classifier, Support Vector Machine (SVM), K-Nearest neighbor (KNN) and 

Gaussian NB algorithms were applied to comapare their results and finding out the best suitable algorithm for employee 

attrition prediction. With the help of sklearn library, various ML algorithms. 

 
[Fig 5 implementing various Machine learning algorithms] 
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[Fig.2 Implementation Steps] 

 

 

 

IV Result Analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[Fig.4 Correlation of various features with attrition heatmap] 

http://www.jetir.org/


© 2018 JETIR December 2018, Volume 5, Issue 12                                                     www.jetir.org (ISSN-2349-5162) 

JETIR1812E03 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 1415 
 

 

4.1 Feature correlation Analysis 

Following a thorough examination of each column's link with the target attribute "Attrition," the following conclusion can be 

reached. 

1. There are no missing or incorrect data values in the dataset, and all characteristics are of the correct data type. 

2. The following factors have the most positive relationships with the goal features: Performance Rating, Monthly Rate, 

Number of Companies Worked, and Distance From Home. 

3. The following factors had the largest negative associations with the objective parameters: total working years, job level, 

years in current role, and monthly income. 

4. The dataset is skewed, with the vast majority of observations describing Currently Active Employees. 

5. Several features (columns) are redundant for our study, including EmployeeCount, EmployeeNumber, StandardHours, 

and Over18. 

 

Other observations include: 

• When compared to married and divorced employees, single employees have the highest proportion of departures. 

• When employees achieve their two-year anniversary with the company, around 10% of them leave. 

• When compared to their contemporaries, loyal employees with greater incomes and more responsibilities have a lower rate 

of leavers. 

• When compared to their counterparts, people who reside further away from their workplace have a higher rate of departures.  

• Those that travel frequently have a higher proportion of departures than their counterparts. 

• People who are required to work overtime have a larger rate of leavers than their counterparts. 

• In the submitted dataset, employees who work as Sales Representatives have a substantial number of Leavers. 

• Employees who have previously worked at multiple organizations (have "bounced" between workplaces) have a larger rate 

of leavers than their counterparts. 

 

4.2 Best algorithm Analysis 

 Algorithm 
ROC AUC 

Mean 

ROC AUC 

STD 

Accuracy 

Mean 

Accuracy 

STD 

0 Logistic Regression 80.05 10.23 75.03 5.12 

2 SVM 79.35 8.25 85.11 3.9 

1 Random Forest 78.9 7.25 85.03 3.87 

5 Gaussian NB 77.51 6.93 83.02 4.8 

3 KNN 67.87 7.46 84.48 4.4 

4 Decision Tree Classifier 62.44 6.09 78.86 5.25 

[Table 1: Various Algorithm analysis for Employee attrition prediction] 

V Conclusion  

It can be concluded that there is huge requirement of such type of employee attrition software in companies. As it costs too 

much to hire new employees and to train them and when any company trains the employee and that employee again leaves 

the company so it becomes very costly for any company to hire and train again and again. So this project predicts the 

employee attrition based on training data. It is able to predict almost 80 percentage of accuracy. Thus, with this project it  

can be predicted that which employee is likely to leave the job, so accordingly when assigning manpower to the very crucial 

project this project helps to make a good team where there will be very less chances of employees to leave in between. 
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