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Abstract

This paper is concerned with the problem of developing numerical integration algorithms for differential equations that, when viewed as equations in some Euclidean space, naturally evolve on some embedded submanifold. It is desired to construct algorithms whose iterates also evolve on the same manifold. These algorithms can therefore be viewed as integrating ordinary differential equations on manifolds. The basic method "decouples" the computation of flows on the submanifold from the numerical integration process. It is shown that two classes of single-step and multistep algorithms can be posed and analyzed theoretically, using the concept of "freezing" the coefficients of differential operators obtained from the defining vector field. Explicit third-order algorithms are derived, with additional equations augmenting those of their classical counterparts, obtained from "obstructions" defined by nonvanishing Lie brackets.
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1. Introduction

1.1. Numerical Algorithms and Constraints

The flow of many systems of ordinary differential equations preserves certain constraints. For example, a conservative mechanical system preserves energy, a rotating rigid body in space preserves angular momentum, a Hamiltonian system of equations preserves the symplectic structure, and the configuration variables of a spherical pendulum are confined to a sphere. As these examples illustrate, the dynamical variables may be constrained by a conservation law, a manifold or a group structure. More generally, there may be some mixed algebraic-differential equation constraining the dynamic variables. A general-purpose numerical algorithm usually does not preserve these constraints, although there is a large variety of algorithms that do. Without trying to be complete we mention the following: Perhaps the oldest algorithms of this type are those that preserve energy, see Chorin, Hughes, Marsden, and McCracken and the references contained there for examples and further discussion of algorithms of this type. Algorithms that preserve symplectic invariants are also important and quite old. Our interest here is to introduce a class of numerical algorithms that naturally evolve on a constraint manifold. The basic idea is to define the numerical algorithm using certain primitive flows, obtained from the original problem, which have the property that they can be integrated numerically to arbitrarily high order. It turns out that this provides sufficient structure to solve our problem and at the same time is general enough to find application to a variety of interesting examples as described below.

2. Classical Numerical Integration Algorithms

In this section we shall review some classical numerical integration algorithms for a system of differential equations written in the form

$$\dot{z} = F(z), z \in \mathbb{R}^n, z(0) = z_0. \quad (9)$$

Note that we have not considered time-dependent vector fields $F$, as we did in equation (1), in order to simplify the notation. However, extension to time-dependent systems is straightforward. We first consider the Runge-Kutta methods described by the following equations.

2.1. Classical (Explicit) Runge-Kutta Algorithms

$$v_1(z) = z,$$

$$v_2(z) = z + h c_2, \dot{F}(z),$$

$$t_3(z) = z + h (c_3,1F(z) + c_3,2F(t_2(z))), \quad (10)$$

$$v_\ell(z) = z + h (c_\ell,1F(z) + c_\ell,2F(v_\ell(z)) + \ldots + c_\ell,\ell F(v_\ell(z))),$$

$$Zk+1 = U_{k+1}(zk, h)$$

$$= Zk + h (c_1F(Zk) + c_2F(v_2(Zk)) + \ldots + c_\ell F(v_\ell(Zk))).$$
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2.2. Classical (Explicit) Multistep Algorithms

\[ Z_{k+1} = U_{k+1}(Z_0, Z_{k-1}, \ldots, Z_{k-r}) \]

(15)

\[ Z_k + h(c_0F(Z_k) + a_1F(Z_{k-1}) + \ldots + a_rF(Z_{k-r})). \]

We say that the algorithm (15) has \( r + 1 \) steps. Implicit algorithms may be obtained by including terms

\[ h a_r F(Z_{k-r}), \quad r < 0 \]

in the expression (15). In these cases we must rearrange the update equations in some way in order to solve for the most recent iterate. Again, for any particular choice of the constants \( a_k, 0 < k \leq r \), which in future we refer to as the constants \( a_k \), we may define the order of the algorithm.

3. Numerical Integration Algorithms Adapted to Frames

In this section we shall define our generalizations of the (explicit) Runge-Kutta and multistep algorithms described in the previous section. The adaptation to implicit algorithms is self-evident, even if this implementation would be more problematic than their classical counterparts. In this section we shall deal with an ordinary differential equation described by the equations

3.1 Explicit Runge-Kutta Algorithms Adapted to a Frame

\[ v_l(p) = p, \quad F_{\sim}(h)(z) = F_p(z), \]

\[ u_z(h, p) = e^{hC_2}F_{p}, \quad F_{\sim}(h)(z) = F_{\sim}(h, p)(z), \]

\[ v_r(h, p) = e^{hC_2}F_{p}, \quad F_{\sim}(h, p)(z), \]

\[ r \quad u_{k+l}(h, p) = e^{hc}F_{p} \ldots e^{hc}F_{p} \ldots e^{hc}F_{p}, \quad F_{\sim}(h, p)(z), \]

\[ Z_{k+1} = u_{k+l}(h, Z_k) \quad (20) \]

Note that \( V_k(0, p) = p \), so that \( F_{\sim}(0) = F_p \), and the update rule (20) is defined by flows of the vector field \( F \) with frozen coefficients. It follows that if the vector fields \( E_1 \ldots E_n \) are tangent to a submanifold \( M_\sim \), as described in the introduction, then the iterates \( Z_k \) will also evolve on \( M_\sim \), assuming that \( Z_0 \in M_\sim \).

3.2. Explicit Multistep Algorithm Adapted to a Frame

\[ j+l, \quad c_k \cdot \{ F = \sim \quad h F_{j+l}(h, Z_k, Z_{k-1} \ldots, Z_{k-r}), \quad U_{\sim} = z_{\sim} - u_k, \quad (0 < j < / - 1), \]

\[ u_{\sim} = Z_k, \quad (22) \]

\[ = u(\sim, Z_k - 1) \]

In this paper we shall be mostly concerned with the case \( I = 2 \), although the general case may be analyzed using similar techniques. In the Euclidean case (21) we easily establish that

\[ h \quad j+l \ldots ) \]

\[ = h f(Z_k) + a\{f(Z_{k-1}) + ";" + a-F(Z_{k-r}) + \sim k " \]

4. Simultaneous Approximation of Flows by Flows of Fixed Frame

In this section we study the problem of determining when a mapping \( \sim \), as in equation (24), approximates all of the vector fields \( F \) relative to a fixed frame \( E = [E_1 \ldots E_n] \), to order \( q \). In particular, we are interested in computing the Taylor series expansions about \( h = 0 \) of the expressions \( e^{h F} p \) and \( \sim(h, p) \). Thus, we must find necessary and sufficient conditions for the following relations to hold:

\[ \begin{align*}
  & dk \quad h - 0 \quad dk \quad P) \quad h \quad dhJ; \sim(e^{h F} p) - dhk \sim(h, p) \quad 1 < k < q
\end{align*} \]
5. Calculus of Parameter-Dependent Vector Fields

The definition of the differential operator $A(h)$ is given in terms of the mapping $\sim$, as described in equation (24), as follows:

$$d \sim e_t \circ o \sim = (A(h) o) \circ o \sim = (A(h) o)(t) = (A(h) o) o \sim (h, p).$$

The purpose of this section is to characterize $A(h)$ and its derivatives in terms of the operators $G_k(h, p)$ that define $\sim$. We have the following expansion:

$$c^i \sim = (\epsilon t G_k(h, p) p) = Z(G_k (h, p) (t_i/i!)),$$

with the series converging for small $\epsilon t$ and appropriate conditions on the coefficient functions of $G_k(h, p) = \sum_{j=1}^{\infty} g_{j}(h, p) e_j$. Note that $G_k(0, p)$ is the zero vector field. Rather than use the geometric interpretation of $(p, t) \sim e_t G_k(h, p) p$

6. Specific Examples of Algorithms on Manifolds

In this section we shall apply the analysis of the previous two sections to obtain third-order Runge-Kutta and multistep algorithms, adapted to a frame $E$, as explained in Section 3. The analysis will also demonstrate that third-order algorithms are the first instance of algorithms where the non-Euclidean structure of the frame $E$, plays a nontrivial role; or in other words, all second-order Euclidean algorithms are second-order with respect to any frame. To apply the analysis of Sections 5 and 4 we need only compute the derivatives $G_k(0)$ of $\sim$ using the specific form of the algorithm in question. We first consider the Runge-Kutta algorithms. For third-order algorithms we consider three-stage algorithms as described by equations (19) and (20), explicitly:

$$u_1(p) = p, \ F_1(p)(z) = Vp(z),$$

$$u_2(h, p) = e h c \ F_1(p), \ F_2(z) = F_1(p)(Z),$$

$$u_3(h, P) = e h c \ F_2(P), \ F_3(z) = F_2(P)(Z).$$

Thus, as in the definition of $\sim$ for the Runge-Kutta algorithms, we obtain

$$G_1(h, p) = h c F_3(h), \ G_2(h, p) =hc F_2(h), \ G_3(h, p) = h c F_1(h).$$

7. Concluding Remarks

Clearly the work above represents only the beginning of a vast program of work, replicating the usual analysis of numerical integration algorithms for ODEs, Butcher [2,3], and others [19,20]. However as is clear from Section 6, any attempt to analyze algorithms of order greater than three will be very complex, and our current work is aimed at precisely this problem. We make some observations concerning this issue

7.1. Computing the Constraint Equations

7.2. Solving the Constraint Equations

7.3. Integration of the Flow
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