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Abstract: To extract the important information from natural text, recognition of exact entities such as person, place, organization,
concept and locations is very useful. Learning to extract names in natural language text is called Named Entity Recognition (NER)
task. It is used to solve the problems in the area of Information Retrieval, Machine Translation, Text Summarization and Web
Search. For NER, the number of open source tools are available. The main aim of this research work is to analyze the performance
of nine open source NER tools. They are Dandelion API, spaCy, Stanford Named Entity Tagger, ParallelDots, Text Analysis API,
displaCy Named Entity Visualizer, TextRazor, Cognitive Computing Group and NLTK. Based on the results, it is observed that the
Dandelion API tool gives the better performance when compared to other tools.
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|. INTRODUCTION

Named entity is a phrase or word which exactly recognizes the single entity from the collection of documents that has the related
characteristics. Named Entity is the term which was introduced in the sixth Message Understanding Conference (MUC-6). In fact,
the MUC conferences were the events that have provided in a significant way to the research of this area. It has delivered the
benchmark for named entity systems that achieved a variety of information extraction tasks [1].

In information extraction, the Named Entity Recognition (NER) is the sub problem and it is used to identify the entities such as,
name, place, concept and organization [2]. It encompasses the processing of structured and unstructured documents. In Natural
Language Processing (NLP) system, the NER is the essential task and this process is the core of NLP. Mainly, the NER involves
two important tasks, first the extraction of proper entities in the text and second the classification of extracted entities into the set
of predefined classes or categories person names, organizations (companies, government organizations, committees, etc.), locations
(cities, countries, rivers, etc.), date and time expressions [3].

1.1 NEED FOR NER

Nowadays, the amount of digital information will propagate by the factor of 44 and to manage that information, the investment
and the staff will grow by the factor of 1.4. Hence, there is a need for handling and searching the concise information from the
structured and unstructured data [4]. Named Entity Recognition, which significances to recognize the semantics in the unstructured
texts and it is serving as the basis for several other critical areas to achieve the information such as, text mining, information
extraction, semantic annotation, question answering, ontology population and opinion mining [5].

Sample Input

Request-oriented classification may be a classification that is targeted towards a particular audience or user group. For example, a
library or a database for feminist studies may classify/index documents differently when compared to a historical library. It is
probably better, however, to understand request-oriented classification as policy-based classification: The classification is done
according to some ideas and reflects the purpose of the library or database doing the classification, Stanford University. In this way,
it is not necessarily a kind of classification or indexing based on user studies, John, 1985, London.
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Result:

may be a that is targeted towards a particular audience or user group. For example, a
library or a for may classify/index documents differently when compared to a library. It is
probably better, however, to understand as [JOI8Y-based is done
according to some ideas and reflects the purpose of the library or doing the . In this way,

it is not necessarily a kind of or [EEXIAG based on user studies, John, , London.

The entities are extracted from the input natural text as it denotes as [BONGepIS, Organization, Person, Place, [DElE.

This paper is organized as follows, section 2 gives the details about open source NER tools, its functions and its results. The
performance analysis of different open source NER tools are given in Section 3. Section 4 explains the conclusion of this
comparative analysis.

1. NER TooLs
For NER, many open source tools are available. The tools are listed as follows,

Dandelion API

spaCy

Stanford Named Entity Tagger
ParallelDots

o  Text Analysis API

e displaCy Named Entity Visualizer
o TextRazor

e  Cognitive Computing Group

e NLTK

In order to perform the analysis, the same input is provided and the input is processed by these tools and it produced the output.
The output of each tool is considered for the analysis. Each tool has recognized the different types of entities for the same input.

2.1 Dandelion API

This is a named entity extraction & linking AP1 which performs very well for short and large text. This tool currently works on
texts in English, French, German, Italian, Portuguese, Russian, Spanish and many other languages. With this API user will be able
to automatically tag their texts, extracting Wikipedia entities and enriching their data [6]. Figure 1 and 2 shows the input and output
of Dandelion API.

Request-oriented classification may be a classification that is targeted towards a
particular audience or user group. For example, a library or a database for

feminist studies may classify/index documents differently when compared to a
historical library. It is probably better, however, to understand quuest oriented 3

R T S PR TR S PSS S S S S SPSI B R R Ea

Language: Autodetected v More Tags E| More Precision

Extract Entities

Fig 1. Dandelion Input
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Request-oriented may be a that is targeted towards a

particular audience or user group. For example, a library or a for

may classify/index differently when compared to a historical

library. It is probably better, however, to understand request-oriented as

: The is done according to some ideas and reflects

the of the library or doing the | . In

this way, it is not necessarily a kind of or indexing based on user studies,
John, 1985, [RSRLN

0 persons 0 works 1 place 0 events

Fig 2. Dandelion Output

2.2 spaCy

spaCy is a library for industrial-strength natural language processing in Python and Cython. It features state-of-the-art speed
and accuracy, a concise API, and great documentation [7]. Figure 3 and 4 shows the input and output of spaCy NER tool.

spaCy Named Entity Recognizer (NER)

Request-oriented classification may be a classification that is targeted towards a particular
audience or user group. For example, a library or a database for feminist studies may
classify/index documents differently when compared to a historical library. It is probably better,
however, to understand request-oriented classification as policy-based classification: The
classification is done according to some ideas and reflects the purpose of the library or database
doing the classification, Stanford University. In this way, it is not necessarily a kind of
classification or indexing based on user studies, John, 1985, London.

spaCy Named Entity Recognizer (MER)

Fig 3. spaCy NER Input

Analysis Result
Stanford University]ORG

John|PERSON
1985|DATE

London|GPE

Fig 4. spaCy NER Output
2.3 Stanford Named Entity Tagger

Stanford NER is the java based important tool for Named Entity Recognizer. Named Entity Recognition (NER) tags the
categorizations of words in a text which are the names of things, such as person and company names, or gene and protein names. It
comes with well-engineered feature extractors for Named Entity Recognition, and many options for defining feature extractors [8].
Figure 5 and 6 shows the input and output of Stanford NER tool.
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Stanford Named Entity Tagger

Classifier: | english.muc.7class. distsim.crf.sergz v
Output Format: | highlighted ¥
Preserve Spacing: | yes ¥

Please enter yvour text here:

classification as policy-based classification: The
classification is done according to some idess and
reflects the purpose of the library or database
doing the classification, Stanford University. In
this way, it is not necessarily a kind of

classification or indexing based on user studies,
John, 1985, London.

Submit || Clear

k.

Fig 5. Stanford NER Input

Request-ariente lassfication may b & cassfcation that s tangeted towards a paricular audence o user group. For example, & orary o 2 detabase fr fminist studies may clssify/indes documents differenty when
compated 10 a historcal iary. 1% probably bette, however.to understand request-ariented elassfication 25 paliey-nased classification: The classification s done according to some ideas and refactsthe purpose of the fhrary
ordatahas doing the lssfcron, JERut) ARy, n this way, s notmecessrly a kin ofclssfication o inceing Gase on user stdies, TR (EER,

Fig 6. Stanford NER Output
2.4 ParallelDots

This is the best applied Al research groups in the world. They work with enterprises globally to tackle challenging business
problems and create products that bring real value to real people. They also provide Al consulting services to explore the what,
why, how and who about deploying Al in businesses. Named Entity Recognition can identify individuals, companies, places,
organization, cities and other various type of entities. APl can extract this information from any type of text, web page or social
media network [9]. Figure 7 and 8 shows the input and output of ParallelDots NER tool.

Enter A Text

Request-oriented classification may be a classification that is targeted towards a particular
audience or user group. For example, a library or a database for feminist studies may

classify/index documents differently when compared to a historical library. It is probably
better, however, to understand request-oriented classification as policy-based

Fig 7. ParallelDots NER Input

Mamed Entities

Group: Stanford University.
Name:

Fig 8. ParallelDots NER Output
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2.5 Text Analysis API

An easy-to-use API used to perform a variety of complex NLP tasks on documents, reviews, social comments, or any other type
of text. It analyzes the sentiment towards entities found in text. Extracts mentions of named entities (Person, Organization,
Location), associates a type and links them to DBpedia (where possible), and evaluates sentiment towards each of the entities. This
endpoint includes some of the functionality of the Entity Extraction and Concept Extraction endpoints [10]. Figure 9 and 10 shows
the input and output of Text Analysis API tool.

Input Text

Request-oriented classification may be a classification that is targeted
towards a particular audience or user group. For example, a library or a
database for feminist studies may classify/index documents differently when
compared to a historical library. It is probably better, howewver, to understand
request-oriented classification as policy-based classification: The
classification is done according to some ideas and reflects the purpose of the
library or database doing the classification, Stanford University. In this way, it
is not necessarily a kind of classification or indexing based on user studies,
John, 1985, London.

-
= Language:
Fig 9. Text Analysis API Input
Entity Overall Sentiment Type Mentions
Stanford University MNeutral 0.50 Organization 1
John Meutral 051 Person 1
London MNeutral 046 Location 1

Fig 10. Text Analysis API Output

2.6 displaCy Named Entity Visualizer

Explosion Al is a digital studio specializing in Artificial Intelligence and Natural Language Processing. They have design
custom algorithms, applications and data assets. They are the creators of spaCy, the leading open-source library for advanced NLP
and Prodigy, a new annotation tool for radically efficient machine teaching [11]. Figure 11 and 12 shows the input and output of
displaCy Named Entity tool.
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displaCy Named Entity Visualizer

Entity labels (select all)
Request-oriented classification may be a @ ([EEEEN ‘" G- "

classification that is targeted towards a

particular audience or user group. For example, Q ? [GFE * (og *| EVENT
a library or a database for feminist studies ma
. y‘ . 4 ¥ WORK OF ART ¥ LANGUAGE
classify/index documents differently when (Cf
el i o etmedrel (e B 3 ool ¢ PERCENT Y MONEY Y QUANTITY
Model & “/ |ORDINAL ¥ CARDINAL
English - en_core_web_sm (v2.0.0) v

Fig 11. displaCy Named Entity Input

Request-oriented classification may be a classification that is targeted towards a particular audience or user group. For
example, a library or a database for feminist studies may classify/index documents differently when compared to a
historical library. It is probably better, however, to understand request-oriented classification as policy-based

classification: The classification is done according to some ideas and reflects the purpose of the library or database

doing the classification, . In this way, it is not necessarily a kind of classification or indexing

based on user studies, | John | rerson ,, London ot | .

Fig 12. displaCy Named Entity Output
2.7 TextRazor
TextRazor was designed to make any text classification or extraction project easy. Here they will go over a few simple use cases

to give you a starting point. Examples are given using our Python SDK for convenience, but the same concepts equally apply to
other languages or the REST API [12]. Figure 13 and 14 shows the input and output of TextRazor tool.

Analyze Clear Advanced Options

Fig 13. TextRazor Input

[COMPUTER/FILE_FORMAT_GENRE
Database

[FILMIFILM_LOCATION

London

[PEOPLE/PERSON

John

JAWARD/RANKED_ITEM

Stanford University

OTHER
1985-01-01700:00:00.000+00:00

Database index

Fig 14. TextRazor Output
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2.8 Cognitive Computing Group

Understanding text to the level that we can extract information from it in an intelligent way and answer questions with respect
to it requires the ability to identify different types of entities and categories in text. E.g., this phrase represents a name of a person,
an organization, a location and other semantic categories. This is a context sensitive problem ("Washington" is a location in one
context and a person in another) and machine learning techniques are used to resolve this and determine the appropriate semantic
category of entities [13]. Figure 15 and 16 shows the input and output of Cognitive Computing NER tool.

Request-oriented classification may be a classification that is targeted towards a particular audience or user group. For example, a library or a database for feminist studies
may classify/index documents differently when compared to a historical library. It is probably better, however, to understand request-oriented classification as policy-based
classification: The classification is done according to some ideas and reflects the purpose of the library or database doing the classification, Stanford University. In this way,
it is not necessarily a kind of classification or indexing based on user studies, John, 1985, London

®

e

Submit

Fig 15. Cognitive Computing NER Input

Request-oriented classification may be a classification that is targeted towards a particular audience or user group. For example, a library or a
database for feminist studies may classify/index documents differently when compared to a historical library. It is probably better, however, to
understand request-oriented classification as policy-based classification: The classification is done according to some ideas and reflects the
purpose of the library or database doing the classification, [orG Stanford University] . In this way, it is not necessarily a kind of classification or
indexing based on user studies, [PER John] , 1985, [Loc London] .

Key

PER Person
ORG Organization
LOC Location

MISC Miscellaneous

Fig 16. Cognitive Computing NER Output

29NLTK

This is a demonstration of NLTK part of speech taggers and NLTK chunkers using NLTK 2.0.4. These taggers can assign part-
of-speech tags to each word in your text. They can also identify certain phrases/chunks and named entities [14]. Figure 17 and 18
shows the input and output of NLTK NER tool.

Tag and Chunk Text

Choose tagger/chunker
Default Tagger & NE Chunker -

Enter text

Reguest-oriented classification may bDe
a classification tThat is targeted
towards a particular audience or user
group. For example, a Tibrary or a
database Tor Teminist studies maw
classifyvAAndex documents differentTy
when compared Ttoa a hhistorical Tibrary.
It is probably better, howewver, to
understand reguest-oriented

classifTication as policy-—-based —
classification: The classification is
done according to some dideas and -

Enter up to 50000 characters

Tag & Chunk

Fig 17. NLTK NER Input
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Phrases and Named Entities
GPE:

Request/MNM

ORGAMNIZATION:

Stanford/d MNP University/MMF
PERSOM:

JohnfNNP

GPE:

London/MNMP

Fig 18. NLTK NER Output

I11. PERFORMANCE ANALYSIS

In order to perform the comparative analysis of the NER tools, there are two performance measures are used; limitations and
output. Limitations describe the type of classes. Output helps to find how the tool extracted the entities from the natural text. Each

tool has produced different output for the same input document. Table 1 provides the performance of the nine open source
tokenization tools.

Table 1: Performance Analysis of NER tools

Tool Name Limitation Output
Dandelion APl | This tool is used to extract more

types of entities like person, Request-oriented may be a that is targeted towards a
COﬂCGpt etc. Compare to other particular audience or user group. For example, a library or a for
L may classify/index differently when compared to a historical
tOOISv this  will extract the library. It is probably better, however, to understand request-oriented as
concepts alone : The is done according to some ideas and reflects
the of the library or doing the s . In
this way, it is not necessarily a kind of or indexing based on user studies,

John, 1985, [ETEED

spaCy spaCy is used to identify the
entities from the text but the Analysis Result
entities will alone it will dlsplay Stanford University| ORG
John|PERSOM
1985|DATE
London|GPE
Stanford Named | This tool will also gives the better o Lo o j .
. . . Feuestoreted e faton i bea s aton et s tgeed towards  caticul uience o e oup Forexane & vy oractabese or et s s may e docents Feonty whan
Entlty Tagger results like Dandelion bUt: there compited o st orar. s ol e, o, o undrstand st ¢ s ation &5 ol oo The s eation & coneeconding 2 scme s and s hs purose of the ey
is no Concept class. or e g e s, T AR 10y, s ot el od o st o iy e o st D O
Pttt
(CATION
it
EE[
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ParallelDots This will extract only the group
and name entities from the text. Named Entities
eillal  Stanford University.
Name: John,
Text Analysis | It will analyze the sentiment then i, vl Sentent : o
API it will extract the entities based | | " e i e
on sentiment. Stanford University Neutral 050 Organization 1
John Neutral 051 Person 1
London Neutral 046 Location 1
dlsplaCy This tool will also give the better Request-oriented classification may be a classification that is targeted towards a particular audience or user group. For
Named Entity | results like Dandelion but, there ! ! ’ ’ o
Visualizer is no Concept class example, a library or a database for feminist studies may classify/index documents differently when compared to a
historical library. It is probably better, howaver, to understand request-oriented classification as policy-based
classification: The classification is done according to some ideas and reflects the purpose of the library or database
doing the classification, [Stanferd University  or | . In this way, it is not necessarily a kind of classification or indexing
based on user studies, | John  persox ,, London o | .
TextRazor This tool will also give the better
results like Dandelion but, there Dtabe
is no concept class.
London
John
Stanford Uniwversity
1985-01-01TO0:00:00.000+00:00
Database index
Cognitive It is used to extract the four ;

i .. equest-oriented classification may be a classification that is targeted towards a particular audience or user group. For example,  library or a
CompUtlng entities from the text. database for feminist studies may classify/index documents differently when compared to a historical library. It is probably befter, however, to
G roup understand request-oriented classification as policy-based classification: The classification is done according to some ideas and reflects the

purpose of the library or database doing the classification, [orc Stanford University] . In this way, itis not necessarily a kind of classification or
indexing based on user studies, [per John] , 1985, [Loc London]
Key
PER Person
ORG  Crganization
LOC Location
MISC  Miscellaneous
NLTK This too_l will also give the better Phrases and Named Entities
results like Dandelion but, there GPE:
is no concept class. rieauestiiN
ORGANIZATION:
Stanford/NMP University/NNP
PERSON:
John/NNP
GPE:
London/NNP
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1VV. CONCLUSION

In information extraction, the Named Entity Recognition (NER) is the sub problem and it is used to identify the entities such as,
name, place, concept and organization. It encompasses the processing of structured and unstructured documents. In Natural
Language Processing (NLP) system, the NER is the essential task and this process is the core of NLP. This research analyses the
performance of nine open source NER tools. Some of the tools will extract the limited number of entities. By analyzing all the
measures, the Dandelion API will give the better results when compared to other NER tools. In future, there is need to develop a
NER tool for all languages and for more entities.
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