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Abstract: One of the significant contests in managing multi-service computer networks is to accomplish the bandwidth effectively 

which plays a vital role in many internet services. In these networks, such as university networks, there is often constraint on 

bandwidth assets and the managers must allot it in an effective and appropriate method. The active bandwidth management in multi-

service computer networks such as university networks has become a contest in current years. The progress of internet traffic and 

curb of bandwidth resources influence the information technology (IT) directors to focus on effective bandwidth provision policies. 

One of the vital matters debated in this part is how to allot the bandwidth fairly built on the priority levels. In this paper, 

concentrating on the “priority-based bandwidth allocation”, a hybrid data mining way is advanced to accomplish the partial 

bandwidth in a university network extra effectively. This way is composed of two main stages and customs the bunching and 

organization techniques. The main resolution is to detect, analyze and foresee students’ behavioral patterns in a university network 

and classify the main issues that touch their bent in using internet. 
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I. Introduction 

Data mining is the group of exponentially increasing methods which are used to find some valuable data, patterns and 

information from already given data [1]. This valuable data helps to advance existing research and recover productivity. The 

requirements of data mining are innumerable; it is used nearly in every facet of life [2]. Some main applications of data mining are 

Healthcare ,Market Analysis, Finance, Education, Manufacture Engineering, Corporation Investigation and Agriculture [3]. The 

data mining methods can around discriminated into two kinds predictive & descriptive [4]. The predictive family can additional 

order into organization, regression and time series study. In this paper we limit our exploration room to apply data-mining systems 

for crops disease and loss prediction which goes to sorting (predictive) family. Data mining systems help in agriculture for the 

prohibiting of manual jobs and for decision making which enable to decrease manufacture cost and recovers efficiency [6]. 

We essence on assembly and classification techniques in this paper and a new hybrid method is progressive. Primarily, all of 

the students are collected based on their social features in intense internet by the clustering technique. In this stage, the results of 

clustering are inspected and dissimilar groups of students are graded based on their behavior in spending internet. Positioned on the 

clustering results, as new variable is clear indicating the behavioral patterns of students in spending internet. Then, the logistic 

regression and decision tree techniques are used in directive to find the factors that touch students’ behavior in spending internet. 

This method can also be obliging in order to foresee students’ tendency in consuming internet based on their characteristics. 

 

II. Background and Related work 

In this unit, primarily the classification methodology is deliberated which aids to know this paper more easily. Then the present 

linked methods will be discussed. 

 

A. Classification 

Classification is one of the famous data-mining subfields that assign information in a group for directing predefined 

nomenclatures or classes. Classification has straightforward objective to properly predict the target class for to each data record. 

For instance, such model (classification) can be used to forecast crops damage as low or high. 

 

B. Clustering and K-means algorithm 

Clustering is an unsupervised method and tries to split data into approximately groups such that the objects in to each cluster 

are very identical while being dissimilar to the data from other clusters [21], [20], [19]. Clustering algorithms can be categorized 

into two major groups: hierarchical and partitioning. The K-means algorithm is one of the isolating clustering methods and has been 

extensively used for clustering. The correctness of this algorithm depends on the primary centers [14], [15]. It usually uses the 

Euclidean distance and needs the number of clusters (K) as input [22]. 

At initial, this algorithm receipts K as input and arbitrarily selects K of the items as the primary centers of the clusters. At the 

second step, the left over objects are assigned to the closest clusters grounded on the distance between the object and the center of 
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the cluster. After that, it computes the average of the items as the new center for each cluster. This process repeats until the standard 

function converges  

  

C. Logistic regression  

The logistic regression is a procedure of multiple regression models with a categorical reliant on variable. This categorical 

variable can acquire two or further values. It is important that the predictor variables could be a grouping of continuous and 

categorical fields [21 and 12]. The logistic regression computes the likelihood that a particular object with exceptional values falls 

in one of the categories of the reliant variable. The common linear regression model is shown in formula (1) which p indicates the 

probability stated above. 

Ln(p/1-p)= _0 + _1X1 + _2X2 + … + _kXk  

(1) shows the constants of the regression model and Xi specifies the predictor variables [11]. 

 

Decision tree 

Decision tree learning approaches use branching method to demonstrate every possible outcome of a decision. They can effort 

with discrete-value attributes and continuous value attributes as well. The learned trees are then characterized in the form of if-then 

rules. Three elementary elements of the tree are decision node, branch and leaf node. Decision tree can be also used for attribute 

subset selection and definition the best features. In this case, each attributes that do not appear in the tree are measured as irrelevant 

features; the attributes appearing in the tree form the nominated subset of features and the most significant attributes. The output of 

decision trees can be transformed to classification rules [37 and 43]. 

 

Implementation 

In this paper, a hybrid data mining technique is proposed and applied on an actual dataset collected from a university. The data 

and the method are individually discussed in the following sub sections. 

 

 Analysis of data 

As mentioned earlier, the data belongs to a university network. This data covers the detailed information about each student and 

his/her conduct in using internet. Actually, it helps the IT managers of the university to screen the number of times that each student 

has used the internet for diverse purposes such as scientific, entertainment, general or checking the email. The features of each 

student are also provided. An example of the data is shown in Table 1. The first six variables demonstration some of the demographic 

features of the students. The next variable (FS) specifies the sum of times that the student visited the scientific web sites. The two 

following fields (FE and FG) express the frequency of visiting the web sites of entertainment and general, correspondingly. Finally, 

the last variable (FC) is the number of periods that the student used internet to check email. The total number of records is 12709 

which compact to 11609 after preprocessing. Supervising the noise and missing values were considered in the data preprocessing 

phase. 

 

III. Proposed Method 

 

As mentioned earlier, a new hybrid data mining method is offered to detect, analyze and predict the students’ behavioral patterns 

of using internet in a university network. This method comprises two main phases: “Mining students’ behavioral patterns in using 

internet” and “Mining the factors that disturb students’ behavioral patterns in using internet”. These two phases are discussed in 

details as follows. 

 

1) Mining students’ behavioral patterns in using internet 

In this phase, a grouping technique is used to extract different groups of students with various propensities in using internet. To 

achieve this objective, the students are clustered grounded on their behavioral features. The variables are the last four columns of 

Table 1 shown as FS, FE, FG and FC. These variables are worthy measures to indicate the students’ conduct and tendency in using 

internet based on the opinions of IT managers of this university network. They established an automotive system which events these 

variables. The K means algorithm is applied to cluster the students based on these four fields; the sum squared error (SSE) measure 

is used to make out the optimum number of clusters. The chief purpose of grouping the students based on the four variables is to 

classify different behavioral patterns by examining the results of clustering. For example some of the students may use internet 

typically for positive and good drives such as visiting scientific sites while others have inclination to use internet only for 

entertainment or checking their emails. In this way, one of the goals of clustering is to classify the group of students who use internet 

in a positive way, like the first stated group. So, by analyzing the results of clustering, different behavioral patterns in using internet 

are recognized. Based on mined patterns, a new variable is defined that indicates the type of student’s tendency in consuming 

internet. Accordingly, this stage is composed of three steps as shown in Figure 1. In the following phase, using the extracted new 

field as dependent variable, the logistic regression and decision tree techniques are applied to predict students’ tendency to use 

internet for scientific purposes. 

 

2) Mining the factors that affect students’ behavioral patterns in using internet 

In this point, considering the fallouts of clustering, the logistic regression and decision tree techniques are used to find the factors 

that affect the style of using internet by students. The new field defined based on the consequences of clustering, is entered in the 

model as dependent variable and student’s features are used as independent variables. The independent variables comprise Gender, 

Age, Program, Degree level and Average score. 
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Student 

number 

Age Gender Program 

124 21 M UG 

125 22 F UG 

Student 

number 

Degree 

level 

Average 

Score 

FS 

124 MS 16.45 52 

125 MS 16.12 54 

Student 

number 

FE FG  FC 

124 125 121 48 

125 13 111 28 

Figure: 1 

Phase 1- cluster analysis: drawing out the students’ behavioral patterns in using internet 

Phase 2- logistic regression & decision tree modeling: drawing out the factors that affect students’ behavioral patterns in using 

internet and the estimate of students’ tendency 

Phase 3- managerial analysis: The aim of this phase is to test the relationship between different characteristics of students and their 

tendency to use internet in an optimistic way like scientific purposes. 

 

The effect and impact degree of each variable could be deliberated in this step by inferring the results. This mined model could 

be also useful for predicting purposes. Surely, the IT managers are attentive to be able to predict a new student’s tendency in using 

internet given the student’s age, gender and other features. In fact, the ability to forecast that a student would use internet in an 

optimistic way like scientific purposes, could be very supportive. So, this phase is poised of two steps as shown in Figure 1: detecting 

the significant factors and the guess of students’ tendency. 

 

3) Managerial analysis 

The outcomes are analyzed in this phase. The chief purpose is to apply the results and mined knowledge in order to a healthier 

bandwidth management and allocation. In this phase, we try to make proposals to the IT managers of the university rendering to 

the results of the two previous phases. In other words, we discuss on how the IT managers can use these consequences in order to 

a better bandwidth management. The mined behavioral patterns and the main factors that have influence on student’s propensity 

are analyzed. Finally based on the analysis, managerial implications are presented for the IT managers of the university. 

 

IV. Results 

The results of the projected method are offered in this section. The results are deliberated step by step as shown in Figure 1. 

Step 1: In this stage, all of the students were grouped in terms of FS, FE, FG and FC. These four variables were normalized by the 

min-max normalization method. The K means algorithm was employed in order to cluster the students and the SSE measure was 

used to find the optimum number of clusters. The value of this index for dissimilar values of K was computed which is shown in 

Table 2. Based on the results, when K variates to 3, the value of the SSE is minimized and the variations are smooth. So, the initial 

number of clusters was set to 3. The schema of clusters considering FS and FG is shown in Figure 2. 

Step 2: In this step, the clusters are understood seeing the values of the four variables. The centers of individual cluster are shown 

in Table 3. The centers of clusters are the average standards of fields. 

 

 

V. Results Analysis and Managerial Implications 

In this segment, we discuss on how the results of phase 1 and phase 2 could be supportive to better bandwidth management. 

According to the results, there are two key behavioral patterns in using internet in this university; the students who use internet for 

scientific purposes and those who use it for non-scientific purposes. Accordingly, the IT managers can clarify two priority levels 

and allocate the bandwidth accordingly in the state they face limited bandwidth recourses. 

Furthermore, the main factors which effect the students’ tendency in using internet for scientific purposes were recognized as 

“Age” and “Degree level”. Surely, the IT managers are interested to expect that a student would have tendency to use internet for 

scientific purposes or not. This prediction for a new student could be very useful in nominal bandwidth allocation. In brief, the 

results help the IT managers to notice the groups of students who use internet for scientific purposes to get the high priority to these 

students. 

 

VI. Conclusion and Future Research 

Bandwidth management is one of the vital issues in university networks which many scientists have focused on. In this paper, 

directing on the “priority-based bandwidth allocation” in bandwidth management, a hybrid data mining method based on the 
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clustering and decision tree was offered and applied on a real data of a university network. The key result is that this method is 

capable in this area. The results show that the projected method could provide the IT managers with valuable knowledge to develop 

their decisions. The results of clustering designate that different groups of students are alike in using internet for entertainment 

drives and checking email; in fact the frequency of visiting scientific web sites and the general ones (FS and FG) are the fields that 

can label different behavioral patterns in using internet. Accordingly, the ratio of these two variables can be used to distinguish the 

affinity to use internet by students. Furthermore, two major groups of students are well-defined as the scientific and nonscientific 

students. The grades of implementing the decision tree display that the student’s “Age” and “Degree level” are the main factors 

with the weights 0.52 and 0.422, respectively. The “Gender” and “Average score” aspects have the same weights equals 0.0285. 

The weight of the trait “Program” is zero. Accordingly, the “Age” and “Degree level” are recognized as the most prominent factors 

that affect students’ tendency in using internet. Furthermore, based on the results, computing the probability that a student would 

have affinity to use internet for scientific purposes is possible based on his/her characteristics. Added research is needed to improve 

the bandwidth management; specially using the operation research (OR) models to enhance the bandwidth allocation. At the next 

step, we target to combine the proposed method with OR models for more active bandwidth allocation among diverse groups of 

students. By assimilating the proposed method in this paper and OR models, we can specify the quantity of bandwidth for each 

student more effectively based on his/her tendency to use internet. 
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