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Abstract: - Machine learning provides computers with the ability to learn and improve them from the past knowledge instead of 

being explicitly programmed. In real life there are many applications of machine learning such as virtual assistance, self-driving 

cars, email spam classification, image and speech recognition, cancer tumour cells identification, sentiments analysis and many 

more. Machine learning can be applied through supervised learning, unsupervised learning and reinforcement learning. 

Supervised machine learning aims is to build model that make likelihoods grounded on evidences in the presence of uncertainty 

which takes known set of input and response data. This paper focuses on classification and regression algorithms that play a vital 

role in supervised machine learning, whose goal is to assign a class to an observation from a finite set of classes. The different 

algorithms discussed are Support Vector Machines, Naïve Bayes, K- Nearest Neighbor, Linear Regression, Decision Trees, 

Artificial Neural Networks, Random Forest and Logistic Regression. The aim of this paper is to provide a comparative analysis of 

different supervised machine learning algorithms and provide in depth knowledge by comparing these algorithms on different 

performance parameters. This paper provides new dimensions in the field of machine learning by strengthening the basis of 

classification and regression algorithms. 
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1. INTRODUCTION 

Machine learning enables computers to learn as human beings learn in their life that is learning from experience. This learning 

process can be through some guidance as in the case of supervised learning or can be done by observing as in the case of 

unsupervised learning or it can be through encouragement or punishment as in the case of reinforcement learning [1]. In spite of 

being explicitly programmed, machine learning has the ability to improve system’s behaviour based on its experience. There are 

several machine learning tools in market such as Shogun, Apache Mahout, Scikit-Learn, TensorFlow, Apache Spark Mlib etc. 

performs various applications of Machine Learning – Classification, Regression, Clustering, Dimensional Reduction, 

Associations.  

Classification is the process of prediction a class or category of a new observation from a set of predefined categories. 

Classification comes under the category of supervised learning where inputs are provided with labels and algorithm learns to 

predict an output by generating a function that maps inputs to outputs [2]. When we are talking about classification the predictive 

model predicts a discrete class label output for example, bank evaluates whether a customer pay loan or not before disburse a 

loan. This can be done by considering some factors such as customer’s income, saving, financial history, age etc.  Here in this 

example there are two possible outcomes- pay loan or not pay loan. This class of classification is called as binary. Multi class 

captures more than two categories, applications such as video – audio categorization, bioinformatics, text analysis; etc. comes 

under this category. Classification is a vital feature to separate huge datasets into classes for the purpose of decision making, 

dimensionality reduction, rule generation, pattern recognition, data mining etc. [3]. In contrast to classification, regression 

problem is when the output variable is not discrete but in continuous form such as height, weight, salary. A regression model tries 

to fit the datasets with the best hyper plane which goes through the points.  

The paper is organized as follows: section 2 presents an overview of supervised learning algorithms, we discussed eight 

supervised machine learning algorithms in this paper; section 3 illustrates metrics for evaluating algorithms; section 4 discussed 

the various factors that affects the performance of the algorithms; finally in section 5 we draw some conclusions.  

 

2. OVERVIEW OF SUPERVISED LEARNING ALGORITHMS 

Supervised Learning problems can be further grouped into two types of problems: Regression and Classification problems. 

Both problems have the same goal as to construct a model that predicts the value of the dependent attributes from the attribute 

variables. The difference between the two is that the dependent variable in Regression is numerical while Classification works on 

categorical data. The commonly used algorithms which are discussed in this paper are as follows. 

 

2.1.  Naïve Bayes Classifier 

Naïve Bayes is a simple but powerful algorithm based on Bayes theorem that works on conditional probability that somewhat 

will happen, given that somewhat else has already happened. The algorithm works with the assumption that every pair of features 

is independent to each other. Bayes Theorem calculates the posterior probability P(h|x), from P(h), P(x) and P(x|h). It determines 
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the likelihood of a particular hypothesis given some observed evidence by the use of a prior probability over hypothesis [5].  It is 

generally useful for very large data sets, performs quickly if the independence assumption actually holds and requires less training 

data. Some applications of Naive Bayes in real world like recommendation systems like Amazon, Netflix; classify a news article 

as technology, politics, entertainment, sports, etc.; check whether a piece of text expressing positive or negative. 

 

2.2. Linear Regression 

Linear regression is a predictive analysis algorithm which is used to estimate real values like total sales, cost of a product, and 

number of calls etc., based on continuous variables [6]. Linear regression establishes relationship between dependent and 

independent variables by fitting a best line, known as regression line. This regression line is represented by a linear equation 

Y=a*X+b. Here, Y is a dependent variable, X is an independent variable, a is the slope and b is intercept. The value of a and b is 

derived based on minimizing the sum of squared difference of the distance between the regression line and the data points. Linear 

regression is of two types: Simple Linear regression where there is one independent variable and Multiple Linear regression 

where there is more than one independent variable. 

   

2.3.  Logistic Regression 

Logistic regression is the simplest non-linear classifier with a linear combination of parameters and nonlinear function for 

binary classification. Logistic regression is a machine learning algorithm for classification which is based on predictive learning 

model. It is a statistical method that is used to measure the result with a dichotomous variable (binary values like 0/1, pass/fail, 

true/false, yes/no) by analysing a data set in which there are one or more independent variables. The objective of logistic 

regression is to find the best fitting model to describe the relationship between the dependent and a set of independent variables 

[7]. In this algorithm, the probabilities defining the possible results of a single sample are modelled using a logistic regression. 

Logistic regression produces a logistic curve where values are limited between 0 and 1. 

 

2.4.  Decision Tree 

Decision Trees constructs classification models in the form of a tree structure. It is a simple algorithm where feature 

importance is clearly stated and relations can be easily viewed. The tree starts with a root node then a series of branches whose 

intersections are called decision nodes and finally end up on leaves nodes which represents a decision or classification [8]. 

Decision tree creates a sequence of rules that are used to classify future observations when there is a given body of already 

labelled observations.  The tree is constructed in such a way that each node must divide the set of initial observations in a best 

possible way in order to formulate the rule. Decision tree is used to handle both the categorical as well as numerical data. The 

decision tree’s accuracy is heavily depends upon the decision of making strategic splits. There are many algorithms to decide to 

split a node into one or more nodes. Some commonly used algorithms in decision tree are Gini Index, Chi-Square, Information 

Gain, and Reduction in Variance. 

 

2.5.  Random Forest 

Random forests are an ensemble learning method for classification, based on a multitude of decision trees. It works by 

creating an assembly of decision trees at training time and outputting the class that is the mode of the classes of the individual 

decision trees.  A number of decision trees on various sub-samples of datasets are fitted and averaged in order to improves the 

predictive accuracy of the model and also avoids the pitfalls of over-fitting [4].  The samples in the data sets are drawn with 

replacement but the sub-sample size is at all times the same as the original input sample size. The steps for constructing random 

forest are as follows- 

1. Take a number X of observations from the starting dataset. 

2. Take a number K of the M variables available. 

3. Create a decision tree on this dataset. 

4. Repeat Steps 1 to 4 for N times so as to obtain N trees. 

 

2.6.  K-Nearest Neighbour Algorithm 

K-Nearest neighbour is a non-parametric technique which does not mark any postulation regarding data distribution. It is easy 

to understand and interpret and is useful in the field of pattern recognition, statistical estimation, data mining, intrusion detection 

etc. The concept of this algorithm is that a new problem instance is classified on the basis of K nearest samples. This K is a 

positive number that can be selected on the basis of some good heuristic technique. To find the optimal value of K, training and 

validation curves are plotted. The higher value of K minimizes the effect of the noise on the classification. A commonly used 

weighted scheme is giving each and every neighbour a weight of 1/d where d is the distance to the neighbour. Distance metric for 

discrete variables is mainly calculated by Hamming distance while for continuous variables, Euclidean distance is used [9]. This 

algorithms benefit is ease of interpretation and low calculation time compared with other algorithms for classification but needed 

a lot of memory space to store all of the data. 

 

2.7.  Support Vector Machine 

Support vector machine is classification as well as regression technique where each data point is plotted as a point in space in 

order to finds a hyperplane, a decision frontier that maximizes the distance between the closest support vectors of separate classes 

[10]. Test inputs are then mapped into the same space in order to predict their category based on which side of the hyperplane 

they lay down. For non-linear decision boundaries SVM use kernel, functions which take low dimensional input space and 

transform into higher dimensional space in order to convert not separable problem into separable problem. SVM are mainly used 
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in pattern recognition problems for example, hand writing recognition, stock marketing forecasting, email spam filtering etc. 

SVM renders robustness to even high dimensionality where each dimension represents a feature. It able to separate classes fast 

with high accuracy, less overfitting and less amount of memory required [11]. 

 

2.8.  Artificial Neural Networks 

Artificial neural networks or simply saying neural networks are considered as robust classifiers. Neural network is an 

information processing system that is inspired by the biological nervous system. It is consists of a large number of highly 

interconnected processing elements called neurons. An artificial neural network is configured through a learning process for a 

specific purpose such as data classification, object detection or pattern recognition. Like the biological system, learning in neural 

networks involves adjustment to the synaptic connections that exists between the neurons [12]. All the classification tasks depend 

upon the labelled datasets involves supervised learning where person transfer their knowledge to the dataset, so that a neural 

network can learn the correlation between data and labels. Neural network model can be defined as feed-forward where a unit 

feeds its output to all the units of next layer but no cycle is involved means no feedback loops. The backpropagation algorithm 

involves two steps: starting with feed-forwarding the values, then calculate the error and propagate it back to the previous layers.   

 

 

Table 1: Strengths and weaknesses of Supervised Learning Algorithms 

 

3. EVALUATION METRICS FOR MACHINE LEARNING ALGORITHMS 

Evaluation metrics elucidate the performance of a model and also helps in better understanding of its working [14]. Capability 

to discriminate among model results is an important aspect of evaluation metrics. In this paper we discussed some commonly uses 

metrics for evaluating classification algorithms.  

 

3.1.  Classification Accuracy 
Classification Accuracy means the ratio of number of correct predictions to the total number of input samples. If there is equal 

number of samples belonging to each class then only it works well. Classification accuracy is good enough but gives the false 

alarm of achieving high accuracy. Problem arises when the cost of wrong classification of the minor class samples are very high.  

 

3.2.  Logarithmic Loss 

Logarithmic Loss or Log Loss works well for multi-class classification problems. Its mechanism is to penalise the false 

classifications. In logarithmic loss, the classifier must allot probability to each class for all the given samples. It has no upper limit 

and exists between (0, ∞). Higher accuracy occurs only when log loss is near to 0, while lower accuracy when log loss is away 

from 0. 
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3.3.  Area Under Curve 

Area under curve (AUC) is a metric broadly used for evaluation in binary classification problem. Area under curve classifier is 

equal to the probability that the classifier will rank a randomly chosen negative example lower than a randomly chosen positive 

example.  

Two basic terms used in AUC are: 

True Positive Rate: True Positive Rate is related to the quantity of positive data points that are correctly considered as positive, 

with respect to all positive data points. True Positive Rate is defined as TP/ (FN+TP). 

 

 

 

 

False Positive Rate: False Positive Rate is related to the quantity of negative data points that are mistakenly considered as 

positive, with respect to all negative data points. False Positive Rate is defined as FP / (FP+TN). 

 

 

 

 

Both False Positive Rate and True Positive Rate have values in the range 0 and 1. 

 

3.4.  Confusion Matrix 

Confusion matrix gives output in the form of a matrix which describes the complete performance of the model.  

 

 

 

 

 

 

 

 

 

Four terms used in confusion matrices are:- 

True Positives: - Cases where we predicted YES and also the actual output was YES. 

True Negatives: - Cases where we predicted NO and also the actual output was NO. 

False Positives: - Cases where we predicted YES but the actual output was NO. 

False Negatives: - Cases where we predicted NO but the actual output was YES. 

 

3.5.  F1 Score 

F1 Score is the mean between precision and recall and is used to measure the test’s accuracy. The range of F1 score is between 

0 and 1. It tells us how precise and robust is the classifier. Precise means how many instances it classifies correctly and by robust 

means it does not miss a significant number of instances. F1 score efforts to discover the balance between precision and recall. 

 

 

 

 

 

 

 

 

 

 

Precision: - Precision is the number of correct positive results that is divided by the number of positive results predicted by the 

classifier. 

Recall: - Recall is the number of correct positive results that is divided by the number of all relevant samples including true 

positive and false negative. 
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3.6.  Mean Absolute Error 

Mean Absolute Error measures how far are the predictions from the actual output. It is the average of the difference between 

the predicted values and the original values. Here the limitation is that it doesn’t give us any idea of the direction of the error, it 

means we are not in a situation to judge whether we are over predicting the data or under predicting the data.  

 

3.7.  Mean Squared Error 
Mean Squared Error is pretty similar to Mean Absolute Error, with only the difference is that Mean Square Error takes the 

average of the square of the difference between the predicted values and the original values. In this metric, more focus is on the 

larger errors as the effect of larger errors become more pronounced then smaller error. The advantage of Mean Square Error over 

the Mean Absolute Error is that in the former it is easier to compute the gradient while latter requires complicated linear 

programming tools to compute the gradient.  

4. FACTORS AFFECTING THE QUALITY OF ALGORITHMS 

Learning algorithms are evaluated on the basis of their ability to correctly predict the class of the observations. Classification 

not only means placing the observation at the correct category but also not to place them in the incorrect category [19]. Several 

factors play a vital role in the quality of the algorithms. Some of the factors discussed in this paper are:- 

 

4.1.  Size of observations 

The number of observations is an important factor that affects the performance of an algorithm. If the model uses fewer 

observations then there is more difficult to analyse while more observations led to the need for high computer memory and take 

longer time for analysis. 

 

4.2.  Data normalization 
Normalization or scaling plays an important role in machine learning algorithms especially in classification. Algorithm may 

be biased towards a specific set of attributes if the data set is not normalized and this result into poor accuracy values [15]. Some 

of the scaling methods that can be used are Min-Max normalization or Zero mean normalization, Decimal Scaling and vector 

normalization.  

 

4.3. Noise handling 
Noise is the common problem that affects the quality of the algorithm. It can be defined as the random error in the data set or 

variance in a measured variable [16]. There are two types of data noise: attribute noise or class noise. When there are erroneous 

values in the independent attributes of a data-set then attribute noise occurs. Class noise occurs when there are incorrect values in 

the dependent attributes. Noise filtering, polishing and boosting methods are used to remove data noise. 

 

4.4.  Estimation methods 
The classification accuracy of any algorithm should not be judged in a single experiment. An effective way is to use cross 

validation which practices a leave one out kind of technique and averages the accurateness of all the iterations. 

 

4.5.  Diversity in training data 

Machine learning algorithms works on two set of datasets- training and testing datasets. Classification model built using 

training datasets in order to predict a class of unknown dataset. In order to classify correctly the training dataset consists of 

instances which are different from one another and no two instances provide same kind of information. This would help the 

classifier to learn more different types of patterns. 

  

4.6.  Attribute redundancy 

Some attributes may not provide much information to the classifier means they do not form important entries in the feature 

vector. The performance of the classifier can be speed up if these attributes can be removed. Dimensionality reduction can be 

done using algorithms like Linear Discriminant Analysis (LDA) and Principal Component Analysis (PCA) in order to reduce the 

feature space effectively. Removal of attribute can be done using information such as Mutual information of attributes, 

Information gain and Chi-square ratio. 

 

4.7.  Problem of Outliers 

The data points that are inconsistent with the majority of the data values are called the outliers [17].These are the points which 

are tough to classify as they do not hold the similar feature properties with the most of the data. Univariate, Multivariate and 

Minkowski error are some of the good methods which remove outliers. 

 

4.8.  Underfitting and Overfitting 

Underfitting refers to the situation in which an algorithm cannot model the training data and also cannot generalize to new 

data. An under-fitted classification model is not suitable as it will provide poor pperformances on the training data. It is easy to 

detect given a good performance metric and can be resolved by trying alternate machine learning algorithms. Overfitting refers to 

the situation in which an algorithm models the training data too well. It learns the details of data as well as noise in the training 

data to the extent that it badly affects the performance of the model on new data. The quantity of training data has an important 
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role as poor quantities of training data could lead to overfitting [18]. Overfitting problem is more likely with the nonlinear and 

nonparametric models. 

 

Table 2: Comparison of Supervised Learning Algorithms 

 

5. CONCLUSION 

This paper provides a better understanding of supervised learning algorithms by discussing their strengths and weakness; and 

also provides a comparative analysis of the algorithms on the basis of various parameters. The important question when dealing 

with supervised learning algorithms is not whether a learning algorithm is superior to another one or not, but emphasis is on 

which conditions a particular algorithm can significantly outperform others on a given problem. Some problems are very specific 

and require a unique approach while some other problems are very open and need a trial and error approach. The likelihood of 

incorporating two or more algorithms together in order to solve a problem should be investigated so that the strength of one 

algorithm can complement the weakness of other.  
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