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Abstract - Now-a-days world has become digital. Everything is electronically available to the people. 

People pay using e-banking service. In that case how can we decide about the people who will use this 

service in future as well? Two classification techniques of data mining are used to know who will do e-

banking transactions in future. The result of prediction will be based on the previous available data 

(regarding customers like number of transactions done by them, etc.) to the banks. This is called prediction 

analysis. Comparison analysis between the results of different techniques used has also been done. WEKA 

data mining tool has been used for the research. 
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1. Introduction 

 
Data mining  

Data mining came in view in 1990’s. Data mining is method or technique retrieving or extracting the 

information from the database. It is also called data analyzer source and problem solving. 

Data mining techniques are association, classification and prediction, cluster, k-means algorithm. 

Data mining support many application like emerging trends education system, market basket analysis, 

digital library retrieves, customer relationship management, health care, banking fraud detection etc. 

 

E-banking 

E-banking means electronic banking. It means financial transaction performed by peoples with the help of 

electronic device like credit card, debit card or mobile banking etc. 

 

Prediction analysis 

Prediction analysis is described as analyzing dataset/ database and finds the important information or result 

of any problem of present or future on the basis of past information known as prediction. 

 

Classification algorithms used 

This section explains the classification algorithms that are used in this paper. 

 

1) J48 Decision algorithms 
It is a simple decision tree algorithm for classification. This algorithm creates a binary decision tree. 

This is very useful in solving problem of classification. A model constructed through decision tree. 

In that case once a tree is create that tree applied on each tuple of database and then provide result. 

Fig.(a)[33] 
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             J48 algorithm Fig.(a)[33] 

 

2) Naïve bayes algorithm:-A set of probabilities are calculated using simple naïve bayes classifier. 

The classifier models are constructed. Various problem instances are classified. This algorithm 

represents supervised learning method. This algorithm based on Bayesian’s  theorem and Bayesian 

formula can be written as:- 

 

P (A/B) = [p(B/A)* P(B)] / P(B) 

A- Hypothesis or event 

B- Evidence 

 

The basic idea of bayes rule is that the outcome of a hypothesis or an event (A) can be predicted 

based on some evidence (B) that can be observed from the bayes rule. 

 

WEKA Tool 
It stands for “Waikato Environment for knowledge Learning”. WEKA support many task of data mining 

such as classification, clustering, regression, visualization, feature selection, data-pre-processing or their 

algorithm. WEKA is a tool based on JAVA language. JAVA is an object oriented language and platform 

independent programming language developed by sun micro systems. Both JAVA and WEKA has GNU 

(General Public License).Figure (b) 

 

 

 
Figure (b) WEKA tool [15] 
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2. Literature review 

 
Data mining technique is widely used in every sector [17].Data mining have lots of application like banking, 

health care, Intelligent agencies. So This paper describe the Banking application of data mining. E-banking 

[3] is assigns the large number of banking condition related to electronic transaction.. On the other hand 

some authors used techniques of data mining to predict the heart disease [21] dataset, student performance 

prediction(describe about the student performance that helpful to improve the weak students), Prediction of 

Diabetes (describe about the patients details of diabetes.)[20] Etc. Some authors worked on fraud transaction 

(describe about the fraud transaction which help to know about the customer who performed fraud 

transaction), payment default or predicting payment and some performed classifiers on the bank data set for 

maximize true positive or negative rate [23].so with the help of reviews or research paper of other author, 

we consider a problem, and there is a data set of bank. The dataset have records of electronic transaction. In 

this dataset, factors for decision making are education, total amount , previous record of  no. of transaction 

from bank accounts, that will be accept the electronic transaction in next year. So the problem arises that 

from   large number of records present in data set how can we make prediction.  

 
3. Results 

Dataset information 
In this study, dataset [32] of banking e-transactions is taken from UCI Machine Learning Repository [31] 

that has 19998 instances with the 13 attributes that contain records of user who does e-transaction. The 

decision that next time  is made on the basis of, that person will be use digital transaction next year means 

that person accept the digital transaction. 

 

Attribute 1:  Balance (it is the total balance in the account of respective customer) 

Attribute 2:  Education (describes academic qualification of the customer, 1 - graduate school; 2 - 

university; 3 - high school; 4 - others.) 

Attribute 3:  Marriage (describes marital status of the customer, 1 - married; 2 - single; 3 - others.) 

Attribute 4:  age (describes age of the customer in years) 

Attribute 5-11: Usage_1 to Usage_6 (indicates previous record of number of e-banking transactions 

customer has done in an year, Usage_1 denotes time period from Jan-Feb, Usage_2 denotes time period 

from March-April and so on (0 - no  transaction ; 1 - 0-10 transactions;  2 - 10- 20 transactions)). 

Attribute 12: Y target prediction variable (0 - no transaction in future; 1- will do transaction in future.) 

                     

Result of prediction analysis using J48 classification decision tree 
 

For finding the result at first cross validation [folds =10] of the dataset is done in WEKA. Then J48 decision 

algorithm on dataset is applied. In cross validation, the dataset is divided into 10 parts in this particular case 

of 10 folds. One part is taken as testing data and remaining 9 parts are taken as training data for one time. 

This is done 10 times and in every case one part is used as testing data (one by one each one is used) and 

remaining ones are used for training the classifier. Figure(c) show the confusion matrix by J48 algorithm. 
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Figure(c) confusion matrix by J48 algorithm 

 

  

Results 

 

 The correctly classified instances as “a” are 14942, shown on the top left of classification matrix. 

 The incorrectly classified instances as “a” is 3496 which actually is “b”, shown at bottom left of 

classification matrix. 

 The correctly classified instances as “b” are 1062, shown on the bottom right of classification 

matrix. 

 The incorrectly classified instances as “b” are 498 which actually are “a”, shown at top right of 

classification matrix. 

  

Result of prediction analysis using Naives bayes classification decision tree 
 

For finding the result at first cross validation [folds =10] of the dataset is done in WEKA. Then Naïve Bayes 

algorithm on dataset is applied. figure(d) 
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Figure (d) Confusion matrix by Naïve bayes algorithm. 

 

Result 

 

 The correctly classified instances as “a” are 12842, shown on the top left of classification matrix. 

 The incorrectly classified instances as “a” are 2498, which actually are “b”, shown at bottom left of 

classification matrix. 

 The correctly classified instances as “b” are 1906, shown on the bottom right of classification 

matrix. 

 The incorrectly classified instances as “b” are 2652, which actually are “a”, shown at top right of 

classification matrix. 

 

4. Comparison between the J48 Classification Tree and the Naïve bay 
 

 

Evaluation J48 Algorithm Naive Bayes 

Time to Build Model(in 

seconds) 

1.16 0.09 

Correctly Classified 

Instances 

16004 14748 

Incorrectly Classified 3994 5250 

Accuracy of correctly 

classified 

80.028% 73.7474% 

Accuracy of incorrectly 

classified 

19.972% 26.2526% 

Kappa statics 0.2613 0.2509 

Mean absolute error 0.3079 0.2887 

Relative absolute error 87.4718% 81.7477% 

Root relative Squared error 93.7669% 107.3989% 

Table1.Comparison between the J48 Classification Tree and the Naïve bayes 
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On the basis of accuracy of J48 algorithm and the Naive bayes algorithm the output is that the J48 algorithm 

is better than the Naïve bayes. 

 

 

5. Conclusion 
with the help of various classification data mining techniques ,prediction analysis about who do e-

transaction in future can be done by taking into account the previous records(having information about 

number of transaction a customer has done academic qualification, etc)  that bank save regarding their 

customer. In this paper two algorithms names J48 decision tree algorithm and naïve bayes algorithm are 

used for this prediction analysis which 76.61515% yielded accuracy on an average. This will help bank in 

predicting the usage of e-banking services by customer 
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