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Abstract :  Rapid growth in web-based Applications like Blogs, News-Portal, Social Media, E-commerce Sites etc. It has 

created countless opportunities for the public to vocalize their opinions. Now a day’s one of the web application like Social Media 

has become the mirror of the society. People conferring opinion about the movie or discussion about political parties during 

election, predicting box-office result or checking fame of any celebrity these all things become easy now because of Social 

Media. This review paper focuses on the prediction of election result using opinion mining, Presently these day’s many 

researchers approach to utilizing Twitter to monitor people opinion around political activities like campaigns or debates. Analysis 

of the prediction of elections result using tweets related to political parties or politician. Opinion Mining is used as text 

classification in which snippets (like sentence, paragraphs, or phrases) are categorized into being objective or subjective and in 

the letter case positive, negative or neutral. 
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I. INTRODUCTION 

 In today’s world an expeditious development in Social Networking websites and micro blogging site . It becomes the biggest 

web destination for people to communicate with each other and to express their opinion or thoughts about product or movie, and 

also share their daily experiences and putting their own opinion about the upcoming events like sports or political issues or the 

upcoming elections etc. Twitter is a micro blogging website that allows user to post brief short 140 character messages called 

“tweets” and also quick real time updates regarding different activities. Twitter allows the quick spread of news or information as 

they facilitates sharing, forwarding and replying messages quickly [1]. Political party use this platform for campaigns. Huge 

investments by political party in social media for campaigns before elections along with arguments or debates between their 

competitor and supporter to enhance the claim that views and opinion posted by users[5]. There are various sentiment analysis 

algorithms can be used to identify the attitude of the user regarding to election candidate or political party. 

 Using opinion mining, in natural language process there are some techniques which used to find opinions. Opinions are  

expressed in large text through text-processing. In current scenario to categorize opinions as positive or negative there are methods 

to find the opinion polls. 

II. OPINION MINING 

Opinion mining consist of Natural Language Processing and Text mining, is used to tracking the mood of public about any 

particular product or upcoming events or to analyze text and classify them into positive or negative.  [3] Opinions of others have 

highly impact on the human behavior and decision making activities. Opinion mining is also named as sentiment analysis. 

Opinion mining is a type of natural language processing, it is also the part of a text mining and web mining for tracking the 

mood of public. The goal is to make computer able to recognize and express emotions [2]. Opinions are of different type, it can be 

direct, indirect and comparative [3]. 

 Direct Opinion 

Direct Opinion indicates the view about an particular object like products, events, topics, persons. Example “ the picture quality 

of the camera is great ”. 

 Comparative Opinion 

Comparative Opinion describe the like relations expressing similarities or diffrences of more than one object. Example “ car x is 

cheaper than car y ”. 

 

2.1 Working of opinion mining 

As shown in following Fig 1 Opinion mining is start by dragging user data generated in the form of blogs or comments or 

tweets etc. Next step is preprocessing, to perform the task input data is taken from dataset as csv file. In this task tokenization of the 

text and filtering of data takes place. Then sentiment task is done by using some machine learning methods or algorithms to classify 

the data into positive, negative opinions [2]. 
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Fig 1: Roadmap of opinion mining 

 

 

III. RELATED WORK 

In this section, we explain the related study of work about predicting the result of an election using sentiment analysis or 

opinion mining. Many researchers provided research work in sentiment analysis they mainly focused on generating statistical 

inference from social media. 

Campbell and Lewis-Beck investigates the previous research work of Lee sigleman on prediction and conclude that, for data 

collection we need lot of refinements. They used some methods for Us Presidential Election but due to lack of data it shows 

improper result [5]. 

Yulan He, Hassa Saif, Zhongyu Wer, Kam-Fai Wong [6] developed a  statistical model for sentiment detection, they also 

proposed the offline sentiment in real world for public opinion in twitter. 

In Akcora, Cuneyt Gurcan, et al [7] they planned a method to determine the changes in public opinion over the time, and also 

identify the news that led in public opinion for identifying break point. 

Brendan O’Connor, et al [8], presents sentiments of public opinion on sentence level classification, they derived from polls 

from micro blogging site like Twitter. They find both subjective and objective sentence. They also used to demonstrate the 

consumer confidence on  political opinion for linking text sentiment. 

Nishantha Medagoda, Subana Shanmuganathan, Jacqeline Whalley [9] they evaluates opinion mining and sentiment 

classification in non-english language to find the efficiency of each algorithm. 

P Bhoir et al in [10] this they used lexicon approach for movie review to  implemented method to find the subjectivity of 

sentence and used rule based system to determine feature-opinion pair and also used another technique orientation of extract 

opinion is revealed. 

The second approach by using selected data from days or weeks before election. The earliest research is done on prediction of 

result derived by comparison between positive sentiments towards each candidate or the number of tweets mentioning each 

candidate[11]. 

Ms. Farha Nausheen and Ms. Sayyada Hajera Begam [12] proposed lexicon based sentiment analyzer which classifies the 

tweets based on its sentiment value. Polarity and subjectivity measures such as positive, negative or neutral attitude of users 

towards a particular candidate is done by sentiment analysis. 

Jyoti Ramteke et al., in [13] performed data set creation by first collecting data using twitter streaming API . VADAR tool is 

used for sentiment analysis which is lexicon and rule based analysis tool. VADAR tool is useful and show more accurate result for 

the prediction of result using sentiment analysis. 

Bouazizi et al., proposed pattern based approach for sentiment quantification in twitter. They defined two metrics to measure 

the correctness of sentiment detection and provide multi-class classification[14]. 

 

IV. METHODS 

In this section we discuss methods to perform opinion mining to predict election results. 

Data Collection 

The data collection step is the initial phase in the research, where data is collected from Twitter. Twitter is provided various API 

to access data. By using the API we can fetch tweets from twitter. 

Data Cleaning 

To filter out spam tweets, non-English tweets, Abbreviations, Twitter bots to ensure reliability of the database. Preprocessing is 

used to remove URLs, @tags, hashtags, emoticons, trailing whitespace, non-English words, abbreviations to filter dataset. This 

method is used for retrieving the meaningful part of the tweet by removing the unnecessary content. 

Machine Learning Supervised Classification 

i. Naïve Bayes Classifier 
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Naïve bayes classification algorithm is a simple but effective machine learning classifier. This classifier is used for 

sentiment analysis to find opinion polls sentiments such as positive or negative for the given opinion[15]. 

C* = ARGMAXCPNB(C/D) 

PNB(C/D) =  
(𝑷(𝒄)∑ 𝑷(𝒇/𝒄),(𝒅)𝒏

𝒊=𝟏 )

𝑷(𝒅)
 

In this above mathematical expression, 

Where, n is the no. of features and f is the feature vector. 

Suppose consider a training method consisting of relative frequency estimation P(c) and P(f | c) [16]. Specifically, Naïve bayes 

classifier classifies a document based on the count or relative frequency with which word appears in a document. 

 

ii. Support Vector Machine 

The support vector machine is a learning machine classification [17]. It is used to classify the text as positive or negative 

and also for regression and classification challenges. SVM works for text classification. Svm has best advantage such as its 

potential to handle large feature. Another advantage of svm is robust when there is sparse set of example.  Svm gives More 

accuracy then it gives in Naïve Bayes and maximum  entropy classification [18]. 

 

IV. RESULTS AND DISCUSSION 

With the immense use of social media, this paper is focused mainly on use of social media as a tool for election campaign and 

the techniques used for predicting result of the election. Here we discussed about the political inclination like the user behavior 

about election prediction. Here we provided a view regarding to the user behavior about any product or entity on the basis or their 

reply or comments. The different approach are discussed for the analysis of the data and also discuss some machine learning 

classification algorithms like Naïve bayes classification and SVM for classification of data. We discuss and conclude that It gives 

more accuracy of data as comparing to the classification techniques. 

Prediction of elections result could be made by number of positive sentiments towards political party. 
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