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Abstract— In recent years the content based image retrieval 

has received widespread research interest in field of 

computer vision and pattern reorganization. The main 

concept of CBIR is to reduce the gap between low level 

visual features and high level human concepts, based on 

the visual features such as color, shape & texture extracted 

from images, the CBIR System tries to fulfil the needs of 

users who are retrieving the images with the desired 

concept in their mind. As there is tremendous growth in 

satellite technology, the availability of remote sensing 

images in archives is growing and thus CBIR has get 

extensive attention in field of RS for the necessity to search 

and retrieval of RS images. However most of the systems 

assumes that the training images are annotated by single 

label but this assumption does not fit for the complexity of 

RS images that contain mulitiple land cover classes called 

multilabel.  The CBIR multilabel RS aims to retrieve the 

relevant images from the very large image archives based 

on 1) characterization of images by set of features and 2) 

retrieval of images that are similar to query images. The 

different methods are discussed in literature survey. 
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I. INTRODUCTION 

 

       With the progress of satellite technology, the volume of 

remote sensing (RS) and Amount of information that can be 

extracted from them. They have increased significantly. As a 

result, the image is based on the content Recovery (CBIR) has 

recently become an important problem of research in RS to 

keep up with growth Need for automation.  State-of-the-art 

image search systems typically extract distinctive feature 

descriptors (high-dimension feature vectors) from interest 

points of images to measure their content similarity. One 

image is usually described by hundreds of feature vectors, and 

millions of photos uploaded imply billions of feature vectors. 

Therefore, it is necessary to introduce optimization techniques 

such as indexing or distributed computing to accelerate the 

search process. But most previous efforts did not support 

image privacy protection or assumed that feature vectors do 

not reveal content of images. However, recent researches show 

that an image can be approximately reconstructed based on the 

output of a black box feature descriptor software such as those 

classically used for image indexing. The image reconstructed 

using feature vectors appears quite similar as the original 

image, and it shows a good match with the original one. Those 

methods are entirely automatic and much better reconstruction 

may be achieved with user interaction. The reconstruction 

allows clear interpretation of the semantic image content, 

which arouses great concerns on the image privacy in the 

image indexing and search systems. 

         Usually a CBIR system has two Main steps 1) extraction 

of functionality in which the images they are described and 

represented by a set of characteristics 2) matching of the 

images on which the image of the query is based in features 

with all images in the file and more Relevant images are 

retrieved. As a result, the performance of CBIR systems 

depend on capacity and effectiveness of: 1) the characteristics 

extracted in the characterization of semantics. Image content 

and 2) recovery algorithms in Evaluate the similarity between 

the characteristics considered. In Literature RS, representations 

of global images based on a set of Local descriptors have been 

found effective. 

  
Motivation: 

 

Content-based image retrieval (CBIR) applications have been 

rapidly developed along with the increase in the quantity, 

availability and importance of images in our daily life.  

     CBIR scheme has been limited by it’s the severe 

computation and storage requirement for visual data have been 

increasing in recent years, following the emergence of many 

highly interactive online services and applications for many 

devices in both personal and corporate scenarios. 

 

Objectives: 

 
 To support automatic image region labelling 

 To implement Semi supervised Graph-Theoretic 

Method for RSIR. 

 To prevent data from unauthorized users. 

 To prevent leakage on the query contents or results 

  

II. RELATED WORK 

Literature survey is the most important step in any kind of 

research. Before start developing we need to study the previous 

papers of our domain which we are working and on the basis 

of study we can predict or generate the drawback and start 

working with the reference of previous papers. 

 

DU Peijun1, CHEN Yunhao, TANG Hong and FANG Tao: 
Some basic problems in content-based remote sensing Image 

recovery is discussed in this document. The frame, Flow 

processing and levels are proposed based on the theory of 

CBIR and characteristics of the RS image Oriented to Practical 

needs, five recovery models included Based on models, based 

on attributes, based on metadata, an integrated and semantic 
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recovery is proposed. The Content and features that can be 

used in Content-Based .The remote sensing image recovery 

includes color, shape, texture, Spectra, spatial relations, 

metadata and relative rules eknowledge. Among those features, 

spectral, spatial characteristics, Features and metadata are the 

main aspects of the RS image different from common images 

[2]. 

 

Yi Yang, Shawn Newsam: They execute a thorough 

evaluation of local invariant features for image recovery of 

land use classes and cover in high resolution aerial images we 

inform about the effects of a series of drawings. Parameters in 

a word bag representation that includes local extraction against 

grid-based extraction, the size of the visual textbook, and the 

grouping algorithm used to create the code book and the 

measure of dissimilarity used to compare representations of 

BOVW. We also make comparisons with Standard functions 

such as color and texture. The performance of it is 

quantitatively evaluated using a LULC foreground of its kind 

real data set that will be made available to the public for others 

the researchers also reported the effects of the nucleus. Design 

parameters, we also describe interesting results such as the 

performance-performance compensations that are possible 

through the Appropriate combinations of code books of 

different sizes and dissimilarities. Although the focus is on 

image recovery, we expect our Knowledge is informative for 

other applications, such as detection. And classification [3]. 

 

Erchan Aptoula: In this work, we present the results of the 

application descriptors of the global morphological structure to 

the problem of Image restoration based on the content of 

remote sensing. In particular, we explore the potential of the 

newly developed multiscale texture descriptors, i.e. the circular 

covariance histogram and the Point triplets of invariant 

rotation. On the other hand, we present a couple of new 

descriptors, taking advantage of the Fourier power spectrum of 

the Scale the space based on almost flat areas of your entrance. 

The descriptors are evaluated with the UC Merced Land Use 

data set - Land Cover, which was recently public. The 

proposed approaches is indicated to overcome the best known 

recovery scores, despite his the shortest length of the 

functionality vector, thus confirming the practical interest of 

descriptors of global contents and mathematical morphology in 

this context [4]. 

 

Marcelo Musci, Raul Queiroz Feitosa, Gilson A. O. P. 

Costa, and Maria Luiza Fernandes Velloso: This work it 

also proposes a new descriptor of frames assembled through 

the concatenation of the histograms of any LBP or LPQ 

descriptor and estimates of local variance. Proven experimental 

analysis that the proposed descriptors, although more compact, 

retain the ability to discriminate two-dimensional histograms. 

Which represents the joint distribution of texture descriptors 

contrast information. Finally, the letter compares 

discrimination. Capacity of text descriptors based on LBP and 

LPQ with the characteristics deriving from the coexistence of 

the gray levelMatrices (GLCM). Relative experiments have 

revealed a remarkable one superiority of the LBP and LPQ 

descriptors on the GLCM characteristics in the context of the 

classification of RS image data [5]. 

 

Bindita Chaudhuri, Begüm Demir, Lorenzo Bruzzone, 

Fellow, andSubhasis Chaudhuri, Fellow: The proposed 

approach is characterized with two main steps: 1) Modeling 

each image with a graph, which provides a representation of 

the image based on the region that combines both premises 

information and related spatial organization; and 2) recover the 

Images in the file that are more similar to the query image than 

evaluate the similarities based on graphs. In the first step, each 

image. it is initially segmented into different regions and then 

modeled by an assigned relational graph, in which the nodes 

and edges represent Characteristics of the region and its spatial 

relationships, respectively. In the second phase, a new strategy 

of incorrect graphic correspondence, which jointly exploits a 

subphysical isomorphism algorithm and a spectrum the graphic 

insertion technique is applied to match the corresponding ones. 

Graphics and to retrieve images in the order of graphic 

similarity. Experiments performed in a file of aerial image 

points that the proposed approach significantly improves 

Recovery State of the art performance without RS supervision 

Image recovery methods [6]. 

 

Begüm Demir, Lorenzo Bruzzone: This article presents an 

active novel learning method (AL) to check the RF to recover 

the remote sensing Images of large files in the support vector 

machine classifier. The proposed AL method is specifically 

designed for CBIR and defines an effective and as small as 

possible Set of pertinent and irrelevant images with respect to a 

general image of consultation through the joint assessment of 

three criteria: 1) uncertainty;2) diversity; and 3) image density 

in the file. The uncertainty and diversity criteria aim to select 

the most informative Images in the file, while the goal of the 

density criterion is Choose images that are representative of 

the underlying Distribution of data in the file. The proposed 

AL method evaluates the three criteria jointly based on two 

successive steps .In the first step, the most uncertain (i.e. 

ambiguous) images are selected from the file based on margin 

sampling strategy. In the second phase, the images that are 

different (e.g. distant) and associated with high density regions 

of the space of the characteristics of the image in the file are 

chosen among the most uncertain images This step is achieved 

through a novel based on clustering strategy. The AL method 

proposed for conducting RF contributions to mitigate the 

problems of the unbalanced and partial set of relevant 

irrelevant images. The experimental results show the 

effectiveness of the proposed AL method [7]. 

 

Matthew R. Boutella, Jiebo Luob, Xipeng Shena, 

Christopher M. Browna:  They present you a framework to 

manage these problems and apply it to the problem of 

classifying the semantic scene, in which a natural scene can 

contains multiple objects, so that the scene can be described by 

multiple class labels (for example, a scene of a field with a 

mountain in background). This problem poses challenges to 

the classic model recognition model and requires different 

treatment. We discuss training and testing approaches in this 

scenario and introduce new metrics to evaluate individual 

examples, class memory and general precision and accuracy. 

Experiments show that our methods are suitable for scene 

classification; Furthermore, our work seems to generalize to 

other classification problems of the same nature [8]. 

 

Ran Li, YaFei Zhang, Zining Lu, Jianjiang Lu, Yulong 

Tian:In this work, author has propose a novel multi-label 

image annotation for annotated image recovery keyword for 

the annotation of images with multiple labels, an encoding the 
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genetic algorithm is used to select the optimal characteristic 

subsets and corresponding optimal weights for each against a 

SVM classifier. After segmenting an image without labeling in 

different regions with pre-trained image segmentation 

algorithm SVMs are used to annotate each region, the final 

label is obtained by combining all the labels in the region. A 

new annotation it is proposed to obtain the improvement 

approach based on Page Rank get rid of irrelevant tags Based 

on multi-image label, image. The recovery system provides 

image recovery based on keywords Service. Multiple labels 

can provide abundant descriptions for Semantic level image 

content and results of experiments shows that the multi-tag 

annotation algorithm can improve Precision and recovery of 

image recovery [9]. 

 

V. Ranjan, N. Rasiwasia, and C. V. Jawahar: In this work, 

we address the problem of cross-modal retrieval in presence of 

multi-label annotations. In particular, we introduce multi-label 

Canonical Correlation Analysis (ml-CCA), an extension of 

CCA, for learning shared subspaces taking into account the 

high level semantic information in the form of multi-label 

annotations. Unlike CCA, ml-CCA does not rely on explicit 

pairings between the modalities, instead it uses the multi-label 

information to establish correspondences. This results in a 

discriminative subspace which is better suited for cross-modal 

retrieval tasks. We also present Fast ml-CCA, a 

computationally efficient version of ml-CCA, which is able to 

handle large scale datasets. We show the efficacy of our 

approach by conducting extensive cross-modal retrieval 

experiments on three standard benchmark datasets. The results 

show that the proposed approach achieves state-of-the-art 

retrieval performance on the three datasets[10]. 

 

Gulisong Nasierding, Abbas Z. Kouzani:This document 

presents an empirical multi-label study classification methods 

and provides suggestions for multi-labeling Effective 

classification for automatic image annotation applications the 

study shows that the triple random set the multi-label 

classification algorithm (TREMLC) exceeds performance 

among their counterparts, especially in the scene image data 

set. Closer k-neighbor multi-label (ML-kNN) and binary 

relevant learning algorithms (BR) work well in Corel Image 

data set Based on the overall results of the evaluation, 

Examples are provided to show the predictive performance of 

the labels Algorithms using examples of selected images. This 

provides an Indication of the suitability of several multiple 

labels. Classification methods for low image automatic 

annotation different configurations of the problem [11]. 

 

Min Wang and Tengyi Song: This article proposes an image 

of remote sensing (RS) recovery scheme using the 

corresponding image of the semantic image (SS).Low visual 

level (VF) image functions are assigned first in multilevel 

spatial semantics by FV extraction, based on objects 

classification of vector support machines, inference of spatial 

relations, and modeling SS. Furthermore, a spatial coincidence 

of SS model involving the area of the object, attribution, 

topology Driving characteristics are proposed for the 

implementation of Image restore based on sample scenes. In 

addition, a system prototype. Which uses a thick to thin 

recovery scheme is implemented with high recovery accuracy. 

The experimental results show that the proposal the method is 

suitable for spatial modeling of the SS, in particular 

geographical Modeling SS, and behaves well in the 

resemblance of the space scene matching [12]. 

 

III. OPEN ISSUES 

 

Lot of work has been done in this field because of its 

extensive usage and applications. In this section, some of the 

approaches which have been implemented to achieve the same 

purpose are mentioned. These works are majorly differentiated 

by the algorithm for CBIR systems. 

Supervised remote detection based on conventional content 

Image recovery systems (RS) require a large number of Images 

already noted to train a classifier to stand up recovery 

accuracy. Most systems assume that every training image 

It is annotated by a single label associated with the most 

significant semantic content of the image. However, this 

hypothesis does not it fits well with the complexity of RS 

images, where an image could have multiple land cover classes 

(e.g. multilabels). Moreover, annotating images with 

multilabels is expensive and time-consuming. 

 

IV. DISCUSSION  

 

To overcome the above-mentioned critical issues, in this paper, 

we propose a semi supervised graph-theoretic method in the 

framework of multilabels RS image retrieval problems. The 

proposed method is based on four main steps: 1) image 

segmentation and feature extraction; 2) multilabels image 

categorization; 3) automatic region labelling; and 4) image 

retrieval[1]. The method requires that the user initially selects a 

small fraction of images in the archive as training images, 

assigns multiple class labels to each image depending on the 

primitive classes present in it, and also annotates a few regions 

of those images with the corresponding labels. Then, the first 

step segments each image in the archive into semantically 

meaningful regions and extracts features from these regions. 

The second step aims to automatically assign multilabels to 

each image in the archive using a graph-based semi supervised 

algorithm. In this algorithm, a neighbourhood graph is initially 

constructed taking all the images in the archive, where the 

nodes represent the images and the edges represent the 

neighbours of the images in terms of similarity. Then, the class 

labels of the training images are propagated using a correlated 

label propagation method to the unlabelled images to associate 

them with multiple labels. 

. 

System Architecture: 
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V. CONCLUSIONS 

 

In this paper, author have introduced a theoretical method of 

semi-supervised graphs in the framework of multi-label remote 

sensing image retrieval, which requires only a small number of 

multi-level training images. The proposed method consists of 

four main phases. The first step includes image segmentation 

and extraction of characteristics from segmented regions. The 

second step exploits the underlying tag maps of different land 

cover classes and uses an algorithm based on semi-tracked 

graphs to associate each image of the file with multilabel by 

propagating the training image tag information to unlabeled 

images. In the third phase, a few training area image labels are 

used to associate each region of training images (and 

subsequently images without tags) with a particular class label. 

In the fourth step, these labels are used to create a RAG for 

each image, which is then used in the graphic mapping 

algorithm to calculate the similarity of the image. 
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