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Abstract: With the advancement in network technology, network management becomes more complex and time-consuming. The 

high bandwidth requirement, dynamic network management, scalability, and flexibility are critical issues in traditional networks. 

Software Defined Networking (SDN) brings new hope for the modern complex network architectures and promises to fulfill the 

requirements. SDN offers several advantages like network programmability, simpler configuration management, better security, 

performance improvement over traditional networking. SDN achieves the performance by separating the control plane from the 

data plane from networking devices. Network programmability also motivates more research opportunities. However, SDN is still 

in its growing phase, it requires attention by academicians and technocrats. This paper aims to conduct a survey on various basic 

aspects of SDN which includes history, definition, and architecture. It also covers the applications and advantages of the SDN 

over the conventional network. Moreover, this survey paper also concludes the wide future research areas of this revolutionary 

network architecture for potential researchers. Overall this survey paper can show the path to the academicians and industry 

research and development teams to put their first step in the ocean of the SDN. 

 

IndexTerms – Software Defined Network, Survey of SDN, Future of Network, SDN advantages, SDN applications. 
 

I. INTRODUCTION 

The evolutions of cloud and data center network, network virtualization have changed the workload of the current networking 

infrastructure. These existing networking devices suffer from flexibility and scalability. The modern network traffic is dynamic in 

nature and requires crucial attention while deciding the path for traffic flow. It also requires more bandwidth and more computing 

resources. The traditional networking devices cannot perform the dynamic operations very efficiently because the control layer is 

tightly coupled with the forwarding layer. This bonding limits the functionality of the network administrator. The limitations of 

the traditional network have blocked the innovations and advancement of network technology. The research community is in 

search of a new architecture that can withstand the challenges of a conventional network. 

The research communities have accepted the challenges and come with the solution which is known as “Software Defined 

Network (SDN)”. SDN promises to overcome the limitations of the SDN and improve the Quality of Service (QoS) of the 

network. SDN decouples the control layer from the data layer and places it in another entity. This feature enables the network 

administrator to handle the dynamics of the network. It also supports network programmability through northbound APIs, which 

allows the developer to access the portion of the network. The configuration and management of the network become easier and 

faster in SDN [1][2].  However, the evolution of the SDN is a long journey started from the 1990s. Feamster et al. [3] very 

sharply describe the evolution process of the SDN. It starts with active networks [4], where the packet not only carries data but 

also some executable codes. These codes are executed in end hosts and based on that the paths are decided. The rise of the open 

signaling also contributes to the SDN evolution. The main enabling factor for SDN is OpenFlow (OF) [5], which allows 

innovations in networking. It allows the interactions between the control layer and the data layer. Network virtualization and 

network function virtualization are also considered as supportive factors for SDN evolution [3]. 
SDN is layered architecture which comprises three layers namely Infrastructure layer, Control layer, and Application layer. 

The infrastructure layer is the physical structure of the networking devices. The control layer is the brain of the network. The 

controllers which handle the whole network resides in this layer. The top layer is the application layer which bundles various 

network performance applications. The end user can interact with this layer by developing the applications. There are different 

types of interfaces available for communicating between these layers. The southbound API enables communication between the 

control layer and the infrastructure layer. The standard for this API is OpenFlow. The northbound API allows communication 

between the application layer and the control layer. There is no standard API defined for northbound API. Different protocols like 

REST, RESTFul API, etc. are used as northbound API. In a distributed environment, the eastbound and westbound API are used 

to communicate between multiple controllers [1], [6], [7]. 

SDN is used in multiple fields like multimedia applications, wireless networks, cyber-physical systems, cloud networks, and 

data center networks. SDN can be leveraged to achieve optimum performance in the above-mentioned areas. The features of SDN 

are suitable for the current advance application domains. The needs of the modern network applications and usage area are 

satisfied by using SDN. However, the actual implementation of SDN faces some challenges. To achieve the maximum from the 

SDN paradigm, these challenges must be resolved. Even though SDN is a promising architecture, it is still incomplete. There are 

some research fields like standardization, implementation, and deployment related to SDN which require more attention from 

academicians and industrialists. The actual realization of SDN will definitely replace the traditional network and be the future of 

the network if properly implemented.  

Following are the contributions of this paper, 

http://www.jetir.org/


© 2019 JETIR  April 2019, Volume 6, Issue 4                                          www.jetir.org  (ISSN-2349-5162) 

 

JETIR1904C72 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 440 

 

 This paper is a reference guide for those new researchers who want to understand various aspects of SDN. 

 The study of this survey paper motivates to select specific field of SDN research.  

 From the literature review point of view, this paper tries to bridge the gap between existing research and current 

research trends. 

 The rest of the paper is structured as follows. The next section covers the history of the SDN related technologies through 

which it is evolved. Section 3 describes the definition of SDN. Section 4 explains the architecture of the SDN. This section 

elaborates various layers of SDN architecture such as Application layer, Control layer, and Infrastructure layer with their specific 

functions. Various communication interfaces are also explained in this section. The basic working methodology of SDN and 

comparative study of various SDN development tools are presented in Section 5. The following section explains the applications 

of SDN. The advantages of the SDN are stated in Section 7. The next Section presents the challenges and future research trends of 

SDN. This section also summarizes the future research directions in brief. At last, the paper is concluded in Section 9. 

 

II. HISTORY OF SDN 

Even though the term SDN is highly popular nowadays and is being viewed as the replacement of traditional networking 

paradigm, the concepts which are imported in SDN are not new. The evolution of SDN has not happened all of a sudden, it is the 

result of the continuous efforts and advancement of networking technologies. The inline concepts have been researched and 

implemented for many years. The following subsections review these concepts in brief. 
A. Active networks 

Feamster et al. [3] explain the history of the programmable network in great details. The research work covers all the aspects 

of intellectual history through which the SDN is evolved. The first step towards networking advancement was active networking. 

In the early years of the 1990s to mid years of 1990s, active networking was proposed as a clean-slate approach to the 

advancement of the network architecture [8]. 

As per active networking methodology, the packet is transmitted with executable programs in it rather than raw data. At the 

node end where the packet is received, the program is executed and the action (forward or drop) is performed according to the 

design of the data plane. This principle of active networking is similar to some intelligent behavior of the networking device 

which builds an environment which acts based on the contents of the packet instead of just transmitting the data bit by bit from 

source to destination [4]. The active network creates intelligent network controls in which the packets are the core elements that 

handle the node behavior. The active network concentrates on providing smart networking environment like end-point PCs which 

is better than limited capacity dumb switches. It is less focused on the control layer of the networking devices. The key 

characteristic of the active network which is used in SDN is programmability. The SDN implements on control layer 

programmability whereas active networking implements data plane programmability [9]. 

B. Open signaling 

After the development efforts of active networking in the 1990s, the community related to open signaling (OPENSIG) was 

expanded. This approach involves telecommunication and programmability. The open programmable interfaces should be used in 

the development of the communication hardware in order to access the networking devices. Thus third party software providers 

get an indirect invitation to enter into the telecommunication software industry market[10].  

The interesting utility between OPENSIG and SDN is the differentiation of the various layers in the network. OPENSIG 

differentiate transport, control and management layer clearly [11]. The key concept is to establish network interface for accessing 

network devices for network controls and then the new services are introduced by the network service providers by accessing 

those networking devices to manipulate the state of the network. These enable service providers to implement faster and flexible 

networking services [9]. 

C. Data and Control plane separation 

At the beginning of the 2000s, the focus of the researchers was diverted towards the reliable, predictable, high performer 

through the network management functions. The major focus was to gain control over the traffic path of the network. Though the 

existing approach was working at its best, some researchers had identified the frustration of the network-operators in their 

inability to control the traffic path. Researcher communities have started working on the separation of the control plane from its 

data plane [3]. 

Even though researchers are able to achieve the programmability through the active network, the control over the traffic path 

was the limiting factor for network operators. Network architecture was so complex and needed to simplify it through the 

decoupling of data plane and control plane. Merwe et al. [12] propose an ATM Virtualization project which is known as Tempest 

to make it possible to share the physical resources between multiple virtual networks. These virtual networks are controlled by the 

software controller. The software controller makes the decisions regarding traffic path. 

Internet Engineering Task Force (IETF) has defined the standard to provide an interface in order to make communication 

possible between the control plane and data plane. The project is known as Forwarding and Control Element Separation (ForCES) 

[13]. 

Ethane [14] and SANE [15] propose the control layer access and define the flow based on traffic policies. These projects are 

the extension to the clean slate project 4D [16] at some level and build the foundations of SDN. The OpenFlow Protocol was 

initially defined in Ethane which is later adopted by the ONF. 

D. OpenFlow (OF) 

Midst of the 2000s, network experimentation was at a higher level and researchers were successfully implementing their 

innovative ideas of network simplification. One such project was Ethane. The initial deployment scenario of OpenFlow (OF) was 

Stanford campus to actively support ongoing network research. Later OF protocol was accepted widely by many network device 

manufacturers [3]. OpenFlow (OF) is one of the major enabling factors of SDN which makes the communication possible 
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between the control plane and data plane. OpenFlow was initially proposed in Ethane and later the term SDN is coined. OF is the 

realization of SDN and there is a misconception that users start believing that both are same. Nowadays OF becomes the standard 

API for communication between the control plane and data plane. Controlling of forwarding behavior is possible through OF in 

SDN [17][18].  

E. Network virtualization 

Chowdhury and Boutaba [19] conduct a systematic survey of network virtualization and its realization and explain the basic 

principle of Network Virtualization. The Network virtualization enables network administrators to share the physical resources to 

implement multiple instances of virtual networks. Both Network Virtualization and SDN are closely connected with each other. 

By differentiating and forwarding flows to different network slices, SDN can also be used to achieve Network Virtualization.  

F. Network Function Virtualization 

European Telecommunications Standards Institute (ETSI) defines the standard for virtualization of some network functions 

such as Firewalls, load balancers, VPN gateways, etc. which may be connected to provide additional services to the network [20]. 

Using one or more virtual network devices running different software, a virtualized network function can be implemented. As 

with active networks, NFV focuses primarily on the programmability of the data plane. With this in view,  NFV can extend SDN 

programmability of the data plane because of the control of the current SDN programming of the plane. Furthermore, SDN can be 

functioned using NFV solutions. 

 

III.  SDN DEFINITION 

The term Software Defined Network(SDN) is first used in the article  [21], where the author defines that data flows can be 

defined using software and termed this technology as “Software Defined Networking”. 

The Open Networking Foundation (ONF) is an open, non-profit, community-based corporation which develops, standardizes 

and commercialize the SDN to transform and revolutionize the carrier industry. The highly appreciated and well-adapted 

definition given by the ONF is as follows  [22]: 

 “Software-Defined Networking (SDN) is an emerging network architecture where network control is decoupled from 

forwarding and is directly programmable.”   

According to this definition, the SDN has two major revolutionary network implementations. First, the SDN is an architecture 

in which the control logic of the networking device is decoupled from the forwarding layer of the networking device. This control 

logic is installed to an external server. Second, the network is directly programmable through software applications. This principle 

enables the network administrator to define the desired organizational policies in terms of network behavior through the control 

layer without implementing additional middleboxes. However, these two characteristics are not newer, but together they provide 

uniqueness to the SDN. 

Kreutz et al. [1] broadly define the SDN as a networking architecture that comprises these four backbones.  

 A. Control plane separation 

The major innovative principle in SDN is the separation of the control plane from the data plane. The control logic is 

transferred from the network devices to an external entity. The network devices work as simple packet forwarding devices. 

B.  Flow defined forwarding decisions 

The term flow with respect to SDN can be specified as a sequential packet stream between source and destination. The 

behavior of the networking element is limited to forward the traffic based on the instructions received from the control layer. The 

decision to forward the packets is flow-based rather than destination based. 

C.  External SDN controller 

The control logic is separated and placed into the commodity server as an external entity. This entity is known as SDN 

Controller. The controller provides the required resources to process network traffic. It is also responsible to present a global view 

of the network to other network applications. 

D.  Programmable network 

The fundamental characteristic of the SDN is network programmability. It enables developers to program network behavior 

through software applications. These applications are running on the top of the control layer and interact with the forwarding 

layer to establish desired behavior through the southbound interface. 

According to the SDN concepts explained in [23], the SDN can be defined as conceptual architecture depends on three 

fundamental principle abstractions: 

1.  Forwarding  

The forwarding abstraction defines the decisions to forward the traffic are decided by the control logic without revealing the 

hardware specification on which it runs. OpenFlow is the implementation of the forwarding abstraction. 

2.  Distribution 

This principle centralizes the distributed applications to logical one through unique control layer. This plane has two major 

responsibilities. First, it decides the forwarding behavior and installs the flow rule into the forwarding devices. Second, it obtains 

the information regarding the status of the network devices and the interrelated links to present the global topological view to 

other network applications.  

3.  Specification 

The specification abstraction principle grants various network applications to perform specified network behavior without 

implementing the behavior themselves. Network programming languages and network function virtualization enable the 

specification abstraction. 
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IV. SDN ARCHITECTURE 

The SDN architecture is a layered architecture which defines three layers. The layers in the SDN are Application Layer, 

Control Layer and Infrastructure Layer. The architectural view of SDN is shown in figure 1. As shown in a figure these layers 

interact with each other through different interfaces. These interfaces are known as southbound interfaces, northbound interfaces, 

eastbound interfaces and westbound interfaces [1], [2], [6], [9], [22], [24]–[29]. 

As depicted in figure 1, SDN is a composition of different layers. These layers are designed to perform specific tasks. The 

following subsection introduces each layer from the bottom-up approach with its defined functions. Here the core concepts and 

features are explained. 

A. Infrastructure Layer 

An infrastructure layer of SDN contains a set of various networking elements. These elements are routers, switches, and 

middlebox appliances. This layer is similar to the infrastructure layer of the traditional network. But the main difference is that the 

control logic is now removed from the networking elements of this layer and placed somewhere else in the network. The 

networking devices just act like dumb forwarding devices without any control over forwarding decisions.  

The functions of switching devices in the infrastructure layer include[30]: 

 The devices are responsible for collecting network status, storing them in local devices and forward them to the 

controllers. The network status may include network information such as network topology, traffic statistics, and network usages.  

 These devices are responsible to forward the packet according to the rule provided by the controllers. 

B. Control Layer 

In traditional networking, the networks have been managed and configured using the lower level; device-specific instruction 

set and closed proprietary NOSs. But SDN promised to provide easy network management by solving networking problems using 

logically centralized control. The control layer is the main layer of SDN architecture which consists of a logically centralized 

controller. This controller is either located on one server or more than one server. The controller is the brain of the SDN which 

generate the network specifications based on the network policies defined by the network management. There are various 

controllers like OpenDayLight, ONOS, Floodlight, Pox, Ryu, etc. which are used by academics and industries to implement SDN 

functionalities in their environment. Table 1 presented in this paper shows the comparative analysis of some widely used SDN 

controllers based on specified parameters.  

 

 
Figure 1 SDN architecture 

 

Controllers are in their simplest form provide device reachability at the layer-2 level and routing information at a layer-3 level 

to networking devices that require this information to make perfect forwarding decisions. 

The core functions provided by the SDN controller are: 

 Topology management: The controller handles the global view of the network. It manages all the events of devices 

leaving and joining the network and regularly updates the information. It provides this information as an abstraction to the 

applications that run on the top of the control layer. 

 Traffic statistics: The controller is responsible to manage all the traffic statistics. It gets the statistics from the OpenFlow 

devices as and when required and sends it to the applications that manage it. 
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 Path selection: This task includes the selection of the shortest path from the available many paths to forward the traffic to 

perform the packet forwarding in a timely manner. 

 Security mechanism: The controller is responsible to provide security functions to the network by implementing the 

access control rules. The network must be secure in order to function well. The controller itself is a single point of failure. So it 

also ensures the security of itself to provide services to the network. 

C. Application Layer 

The top layer of SDN is known as the application layer contains various applications defined as per the network policies and 

user requirements. This layer resides above the control layer. It can easily access the global network abstract view through the 

controllers. This layer is responsible for implementing various management level policies into the network. These policies are 

developed by the management of an organization. Various policies such as network access control, firewall, security policies are 

implemented in the form of applications. These applications interact with the control layer of the network. They lead the 

controller on how to make decisions about the traffic received. Based on the rules decided in these applications, the controller will 

install the flow rules in the switches. This layer allows many researchers to experiment with the network according to their 

requirements. It encourages innovations in networking. The functions of the Application Layer are: 

 The Application Layer defines various network related applications based on the policies decided by an organization. 

 It allows the network administrators to experiment with the network in order to make it more secure. 

In addition to these layers, the SDN architecture also contains various bridges to interconnect these layers. As shown in the 

figure below, the control layer interacts with the infrastructure layer via southbound interfaces. The application layer 

communicates with the control layer using northbound interfaces. If the controller is distributed on more than one system, then the 

interaction between those servers can be made possible using eastbound and westbound interfaces. 

These interfaces are the key abstractions of the SDN ecosystem. The conceptual aspects of these interfaces are described 

below. 

1. Southbound Interfaces 

The southbound interfaces are the bridges between the control layer and the infrastructure layer. The controller interacts with 

the data plane/ forwarding devices using southbound APIs. These APIs play an important role in separating control and data plane 

functionality. OpenFlow is the most widely accepted open southbound interface for SDN. It provides the standards to implement 

OpenFlow-enabled forwarding devices, and for the communication channel between the data plane and control plane. The detail 

description regarding OpenFlow is covered in the subsequent section. The OpenFlow is not the only player in the race. There are 

some other southbound APIs are also available in the market. The proposals for the southbound APIs include ForCES, Open 

vSwitch Database (OVSDB), POF, OpFlex, OpenState, Revised OpenFlow Library ( ROFL), Hardware Abstraction Layer (HAL) 

and Programmable Abstraction of Datapath (PAD) [31]. 

2. Northbound Interfaces 

The northbound interfaces connect the application layer to the control layer. Northbound interfaces are the software, not the 

hardware system.  There is no standard northbound APIs defined for the SDN. Various controllers use their own northbound 

APIs. Various network-enabled applications can make use of northbound APIs to request services from the network via the 

controller. Here is the list of some northbound APIs: RestFul API, SefNet, SDMN API, pyretic, NetKAT, etc. These northbound 

APIs can be developed by network operators, service providers or researchers. They express the high-level behavior of the 

network such as advanced path computation, loop avoidance mechanism, etc. to the controller. 

3. Eastbound and Westbound Interfaces 

Eastbound and westbound APIs are special cases of interfaces required by distributed controllers. When there are multiple 

controllers implemented in the network, they must communicate with each other for stable network performance. The functions of 

these interfaces include import/export data between controllers, algorithms for data consistency models, and monitoring/ 

notification capabilities. Hence these APIs are key components in distributed controllers. So it is essential to have standard 

east/westbound APIs to provide common compatibility and interoperability between different controllers. SDNi is used as 

east/westbound API. 

4. Management Layer 

The management layer interacts with all the layers of SDN architecture. As shown in figure 1, it sets the Service Level 

Agreements (SLAs) with the Application Layer. These SLAs are used to define the level of access to the network, the trust 

policies of the third-party applications. Control layer sets the configuration policies defined by the management layer. Various 

policies are implemented in the SDN controller that handles the network configurations. Physical infrastructure management and 

its configuration setup are also done by this management layer. 

V. WORKING METHODOLOGY OF SDN 

SDN is a layered architecture in which the control layer is decoupled from the forwarding layer and placed it on a separate 

entity. This architecture change brings the difference in the working methodology of the SDN based network from the traditional 

network. The basic working method of an SDN based network is explained below. 

Step 1: Whenever a host connected to OpenFlow switches want to send data to the other host, it first sends the packet to the 

switch. The switch has no flows installed in it except the default one which instructs it to send any unknown packet to the 

controller.  

Step 2: The controller is the brain of the network which takes the decisions on further processing of the packet. Based on the 

policy defined, it installs the flows in the networking devices. These flows tell the device to forward the packet, to drop the 

packet. Based on the global view of the network, the device is instructed to forward the legitimate traffic to the specific device. 
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Step 3: The above step is performed in the network until the destination is not found and the packet is delivered to the 

destination host. 

SDN network can be created in a virtual environment also. The virtual environment helps us to understand the basic 

functionality of SDN. There are advantages of the virtual environment like flexibility, security, apart from the production 

environment. In this paper, some famous emulators/simulators are analyzed which support the OpenFlow Network. The table 2 

below shows the brief summary of these network emulators. 

 

VI. APPLICATIONS OF SDN 

The central controller based architecture of SDN facilitates the compilation of network information and makes it easier to 

adapt and manage network changes in dynamic networking. Therefore SDN technologies can be used to achieve different goals in 

various areas. 

A. Cloud and Data-center networks 

The cloud and the data centers are key areas where SDN implementation has created the differences. One of the major key 

points of the cloud network is that the user can obtain enough resources as per the requirements. So cloud management is the most 

concerned area. SDN is the expected solution to make the cloud and data center configuration simpler and flexible. 

Baker et.al [32] proposed the SDN based cloud data center implementation using OpenFlow. Because of the centralized 

control plane, it is possible to configure the cloud data centers easier and faster. 

Jain et al. [33] in B4 presents the benefits of the  OpenFlow enabled network to connect Google’s data centers. The ample 

bandwidth requirements, average bandwidth utilization, and control over rate limitation and measurement can be satisfied using 

OpenFlow enabled SDN. The results show that Google has achieved nearly 100% link utilization. Google briefly presents the 

benefits of SDN: First simple configuration, management, and optimization of the network. Second, optimal cyber resources 

utilization can be achieved. Third, network behavior can be predicted. Hence major industry leaders are now applying the SDN 

architecture to their data centers. 

B. Network virtualization 

Network virtualization is one of the hot topics of modern networks which allow users to share physical limited resources to 

obtain optimal resource utilization among multiple virtual networks. Because of the central controller, SDN is considered as the 

solution to the problems of the network virtualization. 

 J. Matias et.al [34]  proposed a solution called the EHU OF Enabled Facility (EHU-OEF), to handle multiple virtual networks 

and sharing physical resources using OF and layer 2. Layer 2 prefix based network virtualization is selected to implement the 

EHU-OEF. Easier configuration management and flexibility support for changing header fields enable users to separate each 

virtual machine. Thus network virtualization management becomes easy and reliable using SDN. 

 

Table 2. Summary of SDN Development Tools 

 

Tool Language Feature 
OF 

Support 

Platform 

Supported 

Open 

Source 

Mininet 

[35] 

Python The emulator that supports multiple virtual OF 

switches, end hosts and controllers on single PC, 

Real-time production environment support. 

1.4 Ubuntu Yes 

NS-3 [36] C++ Network simulator for discrete event-based network 1.3 Linux Yes 

OMNeT++ 

[37] 

C++ Modular, component based network simulator 1.0 Linux, MAC, 

Windows 

No 

EstiNet[38] Ruby & C Commercial network emulator. 1.0 Linux No 

Trema [39] Ruby High level OF library supported network emulator to 

create OF network 

1.3 Linux Yes 

Mirage[40] Ocaml Multiplatform OpenFlow supported network 

emulator 

1.3 Linux, MAC No 

GENI [41] Multilingual GENI is open source project testbed which provides 

a virtual laboratory to develop large scale network 

1.3 Linux No 

C. Security 

Security is the key concern of network management in order to provide uninterrupted services. SDN provides a robust 

approach to detect security vulnerabilities in the network. The central controller and its global network view enable to detect 

security attacks at an early stage and prevent more damages to the network. SDN can be leveraged to prevent DoS, DDoS attacks, 

ARP Spoofing attacks, LAN attack, etc. Xiong Liu et.al in [42] proposed a security-based policy to implement the security 

solutions for the network. 

D. Network management 

The central logical controller makes it easier to implement various network policies and simplify network management. From 

the network administration point of view, SDN architecture backs up the flexibility and scalability of the network. Kim and 
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Feamster [43] specifies the problems of network management and propose the framework Procera, to make network management 

easier and flexible using SDN. 

E. Wireless and Mobile 

Luo and Quek [44] demonstrated that the SDN can also be applied to the Wireless Sensor Network(WSN). WSN with SDN 

leverages the advantages of SDN like flexibility, maximum resource utilization, simple network management, etc. SDN based 

wireless network helps to design various network policies and empowers the network controller to implement those policies 

effectively. 

F. ICN based on SDN 

Many researchers have declared in past years that modern internet architectural design cannot stand up to users ' evolving and 

future business needs. New architectures were implemented on the grounds of this claim. One of these architectures is the 

information-centered network. In ICN, a unique name of the information, independent of locations, applications, storage, and 

primitive distribution, is used. Multiple transmission techniques are implemented to fetch named information, like name-based 

routing, name-based resolution, and so on [45],[46]. To achieve the advantages of ICN, currently implemented network devices 

require radical changes, which raise difficulties to implement ICN. Incorporating ICN and SDN can motivate technological 

innovations to grow effectively and meet the challenges of today's networks with ease. Backing mobility and cloud computing in 

today's networks are two widely debated subjects due to IP protocol inconsistency. Based on the network view of controllers, 

SDN can be utilized to decide the VM migration policy. It can also be used to configure the network devices automatically after 

VM migration [47]. 

G. Multimedia and QoS 

The modern architecture of the modern internet is based on peer-to-peer communication control which enables the best service 

efforts for data transmission. But for multimedia services, the approach is not suitable. Multimedia services like video streaming, 

video conferencing, on-demand video, Web TV, etc. necessitate resilient network resources and withstand particular delay 

amount, jitter and error-rate. To achieve these QOS, optimal path among all the available network paths need to be selected 

[48][49].  

According to the requirements of flow statistics and global network view, it is possible to choose different paths for different 

traffic requirements using SDN. Moreover, the OpenFlow protocol itself provides some QoS features like queuing, transmission 

rate control, etc. Therefore multimedia QOS leverages the SDN. 

From the above literature review, it is observed that SDN is a versatile network architecture. It can be applied to a wide area of 

networking applications. Many existing applications have limited benefits which can be maximized by integrating SDN with 

them. Table 3 presents a summary of the applications of the SDN. 

 

VII. ADVANTAGES OF SDN 

SDN is an emerging architecture of the future internet. Many major industries have adopted the SDN architecture to meet the 

global requirement of flexible, scalable, robust and resilient network. SDN offers following benefits of the logically centralized 

controller over traditional networking [1], [7], [28], [47], [50]–[52].  

 SDN has reduced complexity by removing the control plane from network device. 

 SDN is less error-prone when modifying network policies through high-level applications. 

 The automatic reaction of the controller to the drastic changes occurred in the network helps to overcome the issues 

created due to the network changes. 

 SDN has a global view of the network which helps to develop more customized applications, services, and network 

functions. 

 SDN provides optimal resource utilization. 

 SDN empowers high-speed data transmission through a centralized controller. 

 SDN supports network programmability.  

 Network management process becomes easier in SDN. 

 SDN support multi-tenancy in a cloud-based network. 

 Virtualization of network resources can be easily managed using SDN. 

 SDN solutions reduce the overall costs incurred due to network management. 

 For security centric network management, SDN provides robust and resilient solutions. 

 

Table 3 Summary of Applications of SDN 

 

Application Domain Description 

Network 

Virtualization 

SDN can help to overcome the limitations of network 

virtualization, allow easier management of resource utilization 

through a central controller. 

Security 

Central controller and separation of the control plane from the 

data plane overcome the security problems of traditional 

networking. 
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Network 

Management 

It is more convenient to install various network policies and 

configuration through centralized control. 

Wireless Network 

SDN can help to improve the performance of wireless networks. 

It provides flexibility, optimum resource utilization, simple 

network management. 

ICN based on SDN 
Many problems of ICN like name-based routing, name based 

resolution can be solved by integrating ICN and SDN. 

Multimedia and QoS 

Modern digitalization demands performance and QoS. 

Multimedia applications can be served with higher performance 

using SDN management. 

Cloud and Data 

Center Networks 

Cloud networks and data centers are the key areas for which the 

transformation of SDN was initiated. SDN helps to manage large 

and dynamic data centers and cloud networks easier and faster. 

 

 

VIII. CHALLENGES AND FUTURE RESEARCH DIRECTION OF SDN 

Even though the SDN promises to overcome the limitations of traditional networking and provides better and flexible 

solutions, SDN itself is not complete. There are certain areas which require the attention of the researchers in order to bridge the 

gap of the current SDN and optimal SDN. The qualitative and quantitative approaches are required to evaluate the efficiency and 

performance of the SDN. Hence SDN poses some challenges to the researchers that gain the attraction of the researchers [survey 

paper citations]. In this paper, some of those important challenges and research areas have been identified and presented briefly in 

the following section. 

A. The programmability of data plane 

Farhady et al. [9] state that the research community has not paid enough attention to the programmability of the data plane 

while it is technically feasible. The initial SDN architecture focused mainly on the control layer programmability. However, data 

and control plane programmability both requires equal attention to empower network services and applications. Data plane 

programmability enables intelligent behavior of network devices. This eventually helps in reducing the load of the controller. It 

also enhances the security of the network. 

B. User-driven control of Network 

Network administration can be made simpler using SDN APIs. These APIs can also be used by end-users to achieve on-

demand services. The examples are intrusion detection system [53] at the end user machine, bandwidth on demand requester to 

improve the performance of the network [54]. To achieve the on-demand services from end users, API should exist between the 

end user application and control plane of the network. However, there are some issues in adapting the user-defined APIs to 

achieve user-defined control. The very first challenge is to maintain the trust between the network and the user-defined API. 

Security is the second issue which must be considered while handling the portion of the network to the users. So the above said 

challenges should be looked after to achieve the user-driven control and this could be potential research direction. 

C. Platform independence 

Innovations and productions should not depend on specific hardware or software platforms. Current SDN is still in its early 

stage and OF switches are dependent on specific hardware and software. This restricts the openness of the SDN. Future 

requirements of SDN demand the true flavor of open SDN. Hence it will be a good research direction in which SDN can be 

transformed into platform-independent architecture where commodity hardware can be utilized to design and develop independent 

SDN data plane.  

D. Standardization of Controller and APIs 

Even though the OpenFlow is widely accepted standard for the southbound API and the de facto realization of the SDN, it is 

not the only player in the race. IETF has also published the SDN framework [55]. As per the literature [20], NFV is also promoted 

as a strong contender for SDN by ETSI Industry Specification Group. A comprehensive study of all the SDN implementations 

should be considered to make standard implementation. Control plane also lacks implementation standards. Many controllers with 

similar approaches are available but none of them are complete. 

E. Implementation of Control Plane 
SDN separates the control plane from the data plane in the networking devices. At the initial stage, it looks ideal to replace the 

control plane and place it to the external entity. But it also removes the inbuilt routing protocols from the forwarding devices. 

People may hesitate to adopt the idealistic SDN approach over traditional networking approach because the replacement of the 

conventional network devices may result in chaos. Some issues still exist in OpenFlow design. OpenFlow is still in its transition 

phase. Newer versions of OpenFlow protocols are evolved continuously and backward compatibility should be maintained [56]. 

F. Deployment of SDN in network 
To adopt and deploy the SDN at large scale, additional research is required by researchers. There are many areas like wireless 

sensor network [57], wireless mesh network [58], cyber-physical system [59], carrier networks[60] in which SDN can be 

integrated to leverage the benefits of SDN. These areas are potential research areas that can explore the new heights of technology 

in networking. 

G. Smart flow rule management 
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SDN motivation is to remove the controller function from the networking switches and make those switches only to forward 

the traffic based on the flow installed in the flow table. The idea is to make the network processing function simpler and easier. 

The networking devices simply send traffic to the upper layer when they do not find any related flow in the flow table. The 

controller will decide what operation should be performed on a packet or will send some status messages back. The current OF 

specification does not specify how to manage those data. Moreover, when the network traffic is too heavy and the flow tables 

have complicated flow rules installed, it is advisable that the switches should perform the operations based on some intellectual 

self-learning. So controller and network switches may implement some intelligent flow rule management. This could be a 

potential research direction in the SDN [7].  

H. Controller scalability 

Many large networks have adopted SDN, but the network controller installed in a single entity may be the choke point for the 

network in heavy load situations. In large data centers, the network is not limited to a small region but expanded in large areas. 

Both scenarios need logical central controller should be installed in multiple servers. The distributed servers may join the race to 

acquire the computing resources. To handle the coordination between multiple controllers needs attention. Moreover, optimal 

resource utilization strategy should be implemented in order to share the resources among the controllers [7]. 

I. Language flexibility 

To successfully achieve the objectives of the SDN, SDN programming language is capable of handling dynamic flow rules. 

An event change occurs in the network is also adapted by SDN programming language in order to change the defined policy 

according to the network change. A good programming language is required to implement policy changes in networking devices 

[61]. 

J. QoS implementation 

Quality of Services is necessary for better network performance. Many applications like multimedia services, load balancing 

services require benchmark QoS to implement them satisfied level. Multimedia services use video encoding standards which can 

be utilized to assign priorities to different layers of video data. Policy-based flow rule controlling could be integrated into 

OpenFlow to support such multimedia services. Additional integration of flow rules with various encoding standards needs active 

research too [62]. 

In order to distribute the heavy load of the network among multiple network devices, optimal load balancing capabilities are 

necessary for the Content Distribution Network. OpenFlow makes it possible to perform load balancing in each of the flow paths. 

The research is required to standardize the steps in OF controller to coordinate the path and load balancer selection. 

K. Robust wireless integration 

Even though OpenFlow has been successfully coordinated with the wired local area network, very fewer studies have been 

conducted its integration with wireless networks. Even with these existing studies, OpenFlow integration with wireless networks 

suffers from two issues. First, the management between channel access and data forwarding is not standardized. Second, 

scheduling algorithms are also required to manage collision free control and data traffic in wireless links. Therefore, wireless 

networks need additional research in order to integrate the SDN with it [44], [57], [58]. 

L. Security of SDN 

SDN initially designed to prevent security attacks and provide robust security to the network. But it has also opened doors for 

attackers by introducing new SDN specific attack vectors. This attack vector comprises attacks on the control plane, OF switches, 

links between OF switches and control plane, un-trusted third-party applications, etc. Moreover, SDN is in its childhood phase, 

therefore there are no robust solutions exist for securing the SDN based network from the attackers who target these new 

vulnerabilities. Many researchers have tried to provide some of the solutions of possible attacks in SDN but satisfactory work has 

not been proposed yet. Therefore the security researchers can dive deep into this field and can come up with new ideas for the 

resilient network [63]–[69].  

Though SDN is an emerging and growing concept of the networking world, it also suffers from its own limitations and 

challenges. These challenges and limitations cannot be ignored in order to achieve the true benefits of the SDN. To overcome 

these challenges the researchers should pay attention to find out solutions. There are some additional research directions are also 

discussed in this paper. Table 4 presents the summary of research trends of SDN and its brief description. 

 

Table 4 Summary of Research Trends in SDN 

 

Research Trends Description 

The programmability of 

data plane 

The data plane programmability introduces the intelligent behavior of the 

network and reduces the load of the controller. Thus it improves the 

performance of the network. 

Platform independence To achieve true open source flavor of SDN, it should be researched to make it 

platform independent. 

User-driven control of 

Network 

Network management becomes easier with user-defined APIs. These APIs can 

have multiple issues of security and integration. The research should be carried 

out to design a standard framework for API control. 
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Standardization of 

Controller and APIs 

Many alternatives for controllers and interfaces are available in the market. The 

standard should be defined for those controllers and APIs to make SDN 

architecture more robust. 

Implementation of 

Control Plane 

Separation of control plane needs drastic changes in the existing network. It 

requires more careful investigation before implementing the SDN in an existing 

network. 

Deployment of SDN in 

network 

SDN can be integrated with the wireless sensor network, wireless mesh network, 

cyber-physical systems, etc to empower the functionality of this network. 

Smart flow rule 

management 

Intelligent behavior can be achieved in the SDN infrastructure layer which will 

help in improving the performance and QoS of the network. 

Controller scalability To accommodate and manage large scale network, scalability of the controller is 

also a research direction. 

Language flexibility SDN programming languages should be able to handle huge dynamic flow rules. 

The standard for SDN programming languages should also be developed. 

QoS implementation QoS is always a critical concern for any network, SDN is no exception. QoS 

implementation is complex for a dynamic network like SDN. It requires 

additional investigation to make it compatible with the dynamic network. 

Robust wireless 

integration 

SDN is successfully integrated with wired network and proves the benefits, but 

it needs some more attention while integrating with the wireless network. It is 

not as simple as a wired network. 

Security of SDN SDN introduces more security-related threats. These threats are specific to SDN. 

So it requires new approaches to handle those attacks. 

 
 

IX. CONCLUSION 

SDN is gaining popularity amongst the network administrator and researchers because of its benefits over the conventional 

network. It has an interesting set of features that allows innovations in managing and handling the networks. Some of the 

outstanding features of the SDN includes dynamic programmability, security, separation of data and control plane. However, 

SDN is in its infancy period. It has critical challenges which need to be resolved before actually implementing it.  

As a part of our SDN journey in this review paper, we first elaborate the technologies like active network, open signaling, 

separation of data plane and control plane, OpenFlow, network virtualization, and network function virtualization, which 

eventually helped in SDN architecture evolution. The roots have been analyzed from where the SDN has emerged. Next, the 

definition and architecture of the SDN are explained with great details. Therein, the components of SDN like infrastructure layer, 

control layer, application layer, northbound API, southbound API, and east-west bound APIs are described along with their 

functionalities. The comparative analysis of various SDN controllers and SDN development tools are also presented in this review 

paper. Afterward, the advantages of SDN are presented. Various use cases and applications of SDN like multimedia services, data 

center and cloud network services, wireless network, services are discussed. At the end of this paper, we have tried to analyze the 

current and future trends of the SDN networks. From the literature review, it is concluded that the SDN can be leveraged if 

properly maintained and integrated with advanced networking technologies. These could be good research directions for potential 

researchers. The research trends such as wireless networks, ICN based on SDN, network virtualization, mobile networks and 

security field of SDN are properly analyzed. If properly researched and developed, SDN will certainly replace the traditional 

network.  
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Table 1 Comparative Analysis of SDN Controllers 
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Pox [70] Centralized Low Python Nicira Yes 1.0 No 
Python 

QT4 

ad-hoc 

API 
OF 

Linux, 

Mac, 

Windows 

No 2013 
Campus 

WAN 

Open source, general 

purpose controller 

licensed with Apache 

Public License 

Nox[71] Centralized Low 
Python, 

C++ 
Nicira Yes 1.3 No 

Python 

QT4 

ad-hoc 

API 
OF Linux No 2008 

Campus 

WAN 

First OpenFlow controller 

with General Public 

License (GPL) 

Onos[72] Distributed High Java 
Linux 

Foundation 
Yes 1.5 Yes 

Web 

Based 

RESTFul 

API 

OF, 

NETCONF 

Linux, 

Mac, 

Windows 

No 2014 

WAN, 

Transportat

ion, 

Datacenters 

Scalable, high 

performance, resilient 

open source network OS 

Maestro 

[73] 
Centralized Average Java 

Rice 

University 
Yes 1.0 Yes Console 

ad-hoc 

API 
OF 

Linux, 

Mac, 

Windows 

No 2010 Research 

Open source modular 

network controller 

supports multicore 

processes and 

parallelism. 

OpenDay

Light [74] 
Distributed High Java 

Linux 

Foundation 
Yes 1.3 Yes 

Web 

Based 

REST, 

RESTCO

NF 

OF, 

NETCONF

, YANG 

Linux, 

Mac, 

Windows 

Yes 2013 Datacenters 

Eclipse Public License 

based network OS widely 

used for commercial 

applications  

Ryu [75] Centralized Average Python NTT Labs Yes 1.5 Yes Console 
ad-hoc 

API 

OF, 

NETCONF 
Linux Yes 2011 

Campus 

WAN 

Component-based SDN 

framework, logically 

centralized, opensource 

controller 

Floodlight 

[76] 
Centralized Average Java 

Big Switch 

Networks 
Yes 1.3 Yes 

Web 

Based 

RESTFul 

API 
OF 

Linux, 

Mac, 

Windows 

No 2012 

Campus 

WAN, 

Research 

Open source controller 

which supports OF and 

non-OF network handles 

multiple virtual and 

physical switches 
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