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Abstract- As the amount of data is increasing over the 

tremendous rate, it is extremely viable to imply smart 

analysis N-Nary search algorithm plays a vital role in saving 

the execution time of a program in given  data set.  The 

paper presents a classical efficient algorithm  for searching 

the object on computer base application  various searching 

algorithm are available but this N-Nary searching algorithm 

provide less execution time for program. 
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1.Introduction 
A search algorithm is the step-by-step procedure used to 

locate specific data among collection of data. It is 

considered a fundamental procedure in computing. In 

computer science, when searching for data, the difference 

between a fast application and a slower one often lies in the 

use of the proper search algorithm. 

Linear Search:- A Linear search in C programming: The 

following code implements linear search 

(Searching algorithm) which is used to find whether a given 

number is present in an  array and if it is present then at 

what location it occurs. It is also known as sequential 

search. 

 

 
                      Fig.1.1. Linear Search  

Binary Search:- For a binary search to work, it is 

mandatory for the target array to be sorted. We shall learn 

the process of binary search with a pictorial example. The 

following is our sorted array and let us assume that we 

need to search the location of value 31 using binary search. 

 

First, we shall determine half of the array by using this 

formula −  Mid= low+(High-Low)/2. 

Here it is, 0 + (9 - 0 ) / 2 = 4 (integer value of 4.5). So, 4 is 

the mid of the array 

 

 

We change our low to mid + 1 and find the new mid value 

again. We change our low to mid + 1 and find the new mid 

value again. 

Low=Mid+1,  Mid= low+(High-Low)/2. 

Our new mid is 7 now. We compare the value stored at 

location 7 with our target value 31. 

  

Our new mid is 7 now. We compare the value stored at 

location 7 with our target value 31. 

 
The value stored at location 7 is not a match, rather it is 

more than what we are looking for. So, the value must be 

in the lower part from this location. 

 
Hence, we calculate the mid again. This time it is 5. 

 
We compare the value stored at location 5 with our target 

value. We find that it is a match. 
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                   Fig 1.2. Binary Search 

We conclude that the target value 31 is stored at location 5. 

Binary search halves the searchable items and thus reduces 

the count of comparisons to be made to very less numbers. 

Ternary Search 

A ternary search algorithm is a technique in computer 

science for finding the minimum or  

maximum of a unimodal function. A ternary search 

determines either that the minimum or  

maximum cannot be in the first third of the domain or that it 

cannot be in the last third of the  

domain, then repeats on the remaining two thirds. A ternary 

search is an example of a divide  

and conquer algorithm. 

 
Fig.1.3. Ternary Search 

2. Efficiency of searching 
Algorithm efficiency A measure of the average execution 

time necessary for an algorithm to complete work on a set 

of data. Algorithm efficiency is characterized by its order. 

There are two main measure of efficiency of algorithm. It 

means time complexity and space complexity order .T under 

supervised classification scheme, the problem domain of 

binary classification is discussed in course of work. With 

the available training data set the model is trained that 

predicts the outcome into states i.e. 0 or 1 

For search algorithms, the main steps are the comparisons of 

list values with the target value. Counting these for data 

models representing the best case, the worst case, and 

the average case produces the following table. 

Table- 2.1 

Case Comparisons for N = 

100,000 

Comparisons in 

terms of 

Best Case  

(fewest 

comparisons 

possible)  

1 (target is first item 

in list)  

1 

Worst Case  

(most 

comparisons 

possible)  

100,000 (target is last 

item in list)  

N 

Average Case  

(avg number of 

comparisons)  

50,000 (target is 

middle item in list)  

N/2 

Where N-is the number of items in the list. 

 

3. PROBLEM IDENTIFICATION 

The domain of searching have many searching 

algorithm. These algorithm have problem of time 

taken during the execution of program or 

efficiency of algorithm. So efficiency of algorithm 

is improved by taking suitable action. Amongst 

the diverse applications of searching  tend to 

formulate the efficient searching algorithm. 
 

4.GENERAL PROCEDURE 
The data set illustrated below in the Table 2 is taken from 

uci repository that contains details of Bank customer 

contacted during marketing campaign upon which 

assessment needs to be done whether or not customer will 

subscribe a deposit based on training the machine and 

testing it on future entries. Nowadays marketing selling 

campaigns comprise an effective methodology to 

extravagate their business plans. Companies use a specific 

marketing scheme while contracting them to meet a 

specified goal. Communication with customers takes place 

through various channels. Contacts can be divided into 

inbound and outbound, depending on which side triggered 

the contact (client or contact centre), with each case posing 

different challenges (e.g., outbound calls are often 

considered more intrusive). It should be stressed that due to 

internal competition and current financial crisis, there are 

huge pressures for European banks to increase a financial 

asset. 
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Table 2.Raw data Set 

 
 

     The data set is converted to the categorical format . 

 

4.CONCLUSION 
The thesis finishes up with the way of comparing and analysing different models with help of parameters and plots. However 

while evaluating performance of classifier we generally talk about two types of misclassification costs, one is false alarms  ( 

classified as positive but actually is negative) and other false positives( classified negative but in reality is positive).The study 

evolved by us has taken into account interrelated measures which are depicted as combination of both types of costs. For binary 

classification we need to minimize false positive as well as false negatives entries. The end user classifier need to trade-off 

between these two objectives (hence the weights for each of the costs).For such trade-offs ROC curve is one option. It has been 

scaled down to a value known as area under curve i.e. AUC for better comparisons amongst classifiers. However this AUC does 

not consider misclassification in a coherent way for which H measure has been dealt and taken in account .From our observations 

the value of  AUC ,H measure as well as precision ranks high for ADA BOOST in comparison to other classification models 

which are deciding parameters of accuracy inference in our data set problem. 

 

5. FUTURE SCOPE 
 
In future work, we propose to collect more client based data, in order to check if high quality predictive models can be achieved 

without contact-based information. We also plan to apply the best DM models in a real setting, with a tighter interaction with 

marketing managers, in order to

gain a valuable feedback. Appropriate analysis with advanced classification models shall improve time and cost involved in 

assessment. 
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