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ABSTRACT: Cloud storage enables users to remotely store their data and enjoy the on-demand high 

quality cloud applications without the burden of local hardware and software management. Though the 

benefits are clear, it inevitably poses new security risks toward the correctness of the data in cloud. To 

address this problem, the proposed design allows users to audit the cloud storage with very lightweight 

communication and computation cost by utilizing the new cryptographic technique like homomorphic token 

and distributed erasure-coded data. By introducing the notion of parallel homomorphic encryption (PHE) 

schemes, which are encryption schemes that support computation over encrypted data via evaluation 

algorithms that can be efficiently executed in parallel. In addition, we can hide the function being evaluated 

with the MapReduce model runnable on Hadoop framework for element testing and keyword search. 

Analysis shows the proposed scheme is highly efficient and resilient against Byzantine failure, malicious 

data modification attack, and even server colluding attacks and attempting to strike a balance between 

security, efficiency and functionality using Kerberos protocol and HDFS system. 
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1. INTRODUCTION 

Big data is a term that describes the large volume of data – both structured and unstructured, that 

inundates a business on a day-to-day basis. But it’s not the amount of data that’s important. It’s what 

organizations do with the data that matters. Big data can be analyzed for insights that lead to better decisions 

and strategic business moves. While the term “big data” is relatively new, the act of gathering and storing 

large amounts of information for eventual analysis is ages old. The concept gained momentum in the early 

2000s when industry analysts articulated the now-mainstream definition of big data as the three V’s: 

Volume – Organizations collect data from a variety of sources, including business transactions, social media 

and information from sensor or machine-to-machine data. In the past, storing it would’ve been a problem – 

but new technologies (such as Hadoop) have eased the burden. 

Velocity – Data streams in at an unprecedented speed and must be dealt with in a timely manner. RFID tags, 

sensors and smart metering are driving the need to deal with torrents of data in near-real time. 

Variety – Data comes in all types of formats – from structured, numeric data in traditional databases to 

unstructured text documents, email, video, audio, stock ticker data and financial transactions. 

http://www.jetir.org/


© 2019 JETIR  April 2019, Volume 6, Issue 4                                          www.jetir.org  (ISSN-2349-5162) 

 

JETIR1904E53 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 310 

 

Hadoop is a complete eco-system of open source projects that provide us the framework to deal with big 

data. Let’s start by brainstorming the possible challenges of dealing with big data (on traditional systems) 

and then look at the capability of Hadoop solution. 

Following are the challenges in dealing with big data : 

1. High capital investment in procuring a server with high processing capacity. 

2. Enormous time taken 

3. In case of long query, imagine an error happens on the last step. You will waste so much time making 

these iterations. 

4. Difficulty in program query building 

In the problem of private outsourced computation, a client wishes to delegate the evaluation of a 

function f on a private input x to an untrusted worker without the latter learning anything about x and f(x). 

This problem occurs in many applications and, most notably, in the setting of cloud computing, where a 

provider makes its computational resources available to clients as a service". 

One approach to this problem is via the use of homomorphic encryption (HE). An encryption scheme is 

homomorphic if it supports computation on encrypted data, i.e., in addition to the standard encryption 

_Work done at Microsoft Research. The decryption algorithms has an evaluation algorithm that takes as 

input an encryption of some message x and a function f and returns an encryption of f(x). HE schemes can 

be roughly categorized into two types. The first is arithmetic HE schemes which, in addition to the standard 

encrypt and decrypt operations, have an add or multiply operation that take as inputs encryptions of 

messages x1 and x2 and returns encryptions of x1+x2. If an arithmetic HE scheme supports both addition 

and multiplication, then it can evaluate any arithmetic circuit over encrypted data and we say that it is a fully 

homomorphic encryption (FHE) scheme. We refer to the second type of HE schemes as non-arithmetic 

since they do not provide (at least explicitly) addition or multiplication operations.  

2. LITERATURE REVIEW 

 

         In the existing system the cloud computing, the virtual infrastructure has no parallel computing 

environment. At such scales, computation is beyond the capabilities of any single machine so it is 

performed on clusters of machines, i.e., large-scale distributed systems often composed of low-cost 

unreliable commodity hardware. The problems such as data integrity, data corruption may occur. 

This leads to unreliability of the cloud computing technology.  

In the proposed system, homomorphic encryption with Map Reduce algorithm is used when 

the computation is performed over massive datasets which will not be possible in the existing 

system.  

 The Kerberos protocol and HDFS (Hadoop Distributed File System) are used to enhance 

high security. HDFS is made up of geographically distributed Data Nodes. Access to these Data 

Nodes is coordinated by a service called the Name Node. Data Nodes communicate over the network 
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in order to rebalance data and ensure data is replicated throughout the cluster. For my purposes, I 

will view such a cluster as a system composed of workers and one controller. Given some input, the 

controller generates n jobs to the workers. Each worker executes its job in parallel and returns some 

value to the controller who then decides whether to continue the computation or halt.  

 In this work, we consider the problem of privately outsourcing computation to a 

cluster of machines.To address this, I introduce parallel homomorphic encryption (PHE) schemes, 

which are encryption schemes that support computation over encrypted data through the use of an 

evaluation algorithm that can be efficiently executed in parallel. Using a PHE scheme, a client can 

outsource the evaluation of a function f on some private input x to a cluster of w machines as 

follows. The client encrypts x and sends the cipher text and f to the controller. Using the cipher text, 

the controller generates n jobs that it distributes to the workers and, as above, the workers execute 

their jobs in parallel. When the entire computation is finished, the client receives a cipher text which 

it decrypts to recover f(x).  

 Although the cloud infrastructures are much more powerful and reliable than personal 

computing devices, broad range of both internal and external threats for data integrity still exist. 

Examples of outages and data loss incidents of noteworthy cloud storage services appear from time 

to time. On the other hand, since users may not retain a local copy of outsourced data, there exist 

various incentives for CSP (Cloud Service Provider) to behave unfaithfully toward the cloud users 

regarding the status of their outsourced data. For example, to increase the profit margin by reducing 

cost, it is possible for CSP to discard rarely accessed data without being detected in a timely fashion. 

Similarly, CSP may even attempt to hide data loss incidents so as to maintain a reputation.  

In this paper, we propose an effective and flexible distributed storage verification scheme 

with explicit dynamic data support to ensure the correctness and availability of users’ data in the 

cloud. 

 

3. PARALLEL HOMOMORPHIC ENCRYPTION (PHE) 

3.1. Hadoop framework to cloud-based cluster-computing: 

Due to its simplicity and generality, the Map Reduce model has quickly become the standard 

for working with massive datasets. In fact, it is arguably the most successful and widely used model 

of parallel computation. In 2008 it was reported that Google processed over 20 petaBytes of data a 

day using Map Reduce and that Yahoo! deployed a 10,000 core Map Reduce cluster. A Map Reduce 

algorithm is run by an execution framework that handles the details of distributing work among the 

machines in the cluster, balancing the workload so as to optimize performance and recovering from 

failures. The most popular framework is Hadoop which is open source and used by hundreds of large 

organizations including Amazon, Ebay , Facebook , Yahoo!, Twitter and IBM. Building and 
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maintaining large-scale clusters requires a considerable amount of effort and resources, so a recent 

trend in cluster-computing has been to make use of cloud infrastructures. Examples include 

Amazon's Elastic Map Reduce , Cloudera's Hadoop distribution(which can run over several cloud 

infrastructures) and the recently announced Microsoft Azure Hadoop service. With such services, a 

client can run a Map Reduce algorithm on massive datasets in the cloud". While these services allow 

clients to take advantage of all the benefits of cloud computing, they require the client to trust the 

provider with its data. 

3.2. Current level of security in Hadoop: 

Current version of  hadoop has very basic rudimentary implementation of security which is 

advisory access control mechanical. Hadoop doesn’t strongly authenticate the client, it simply asks 

the underlying Unix system by executing `whoami` command Any one can communicate directly 

with a Data node (without the need for communicating with the Name node) and ask for blocks if 

you have the block location details. Hadoop cluster may be prone to following attacks unauthorized 

client scan impersonate authorized users and access the cluster. One can get the blocks directly from 

the Datanodes by bypassing the Namenode. Eaves dropping / sniffing of data packets being sent by 

Datanodes to client. 

3.3. Homomorphic encryption: 

        As mentioned in section 1, the problem of private outsourced computation can be addressed 

non-interactively using Homomorphic Encryption (HE).Of course, several semantically secure 

arithmetic HE schemes are known , including Gentry's breakthrough FHE scheme  and its variants . 

Several non-arithmetic HE schemes are also known including. 

3.3.1. Map Reduce: 

 Map Reduce was introduced by Dean and Ghemawat. In this work, they describe the design 

and implementation of the Map Reduce framework  for  processing  massive  datasets  on large-

scale systems of loosely coupled machines. 

 

 

                                                Fig. 3.1 Process of Map Reduce 

3.3.2. Map Reduce Framework: 
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Map Reduce is a popular data processing paradigm for efficient and fault tolerant 

workload distribution in large clusters. A Map Reduce computation has two phases, namely, the 

Map phase and the Reduce phase. The Map phase splits an input data into a large number of 

fragments, which are evenly distributed to Map tasks across a cluster of nodes to process. Each 

Map task takes in a key-value pair and then generates a set of intermediate key-value pairs. After 

the Map Reduce runtime system groups and sorts all the intermediate values associated with the 

same intermediate key, the runtime system delivers the intermediate values to Reduce tasks. 

Each Reduce task takes in all intermediate pairs associated with a particular key and emits a final 

set of key-value pairs. Map Reduce applies the main idea of moving computation towards data, 

scheduling map tasks to the closest nodes where the input data is stored in order to maximize 

data locality. Hadoop is one of the most popular Map Reduce implementations. Both input and 

output pairs of a Map Reduce application are managed by an underlying Hadoop distributed file 

system (HDFS). At the heart of HDFS is a single NameNode a master server managing the file 

system namespace and regulates file accesses. The Hadoop runtime system establishes two 

processes called Job Tracker and Task Tracker. Job Tracker is responsible for assigning and 

scheduling tasks; each ask Tracker handles mappers or reducers assigned by Job Tracker. When 

Hadoop exhibits an overwhelming development momentum, a new Map Reduce programming 

model Spark attracts researchers’ attention . The main abstraction in Spark is a Resilient 

Distributed Dataset (RDD), which offers good fault tolerance and allows jobs to perform 

computations in memory on large clusters. Thus, Spark becomes an attractive programming 

model to iterative Map Reduce algorithms. We decide to develop FiDoop-DP on Hadoop 

clusters; in a future study, we plan to extend FiDoop-DP to Spark to gain further performance 

improvement. 

Perhaps the simplest Map Reduce algorithm is to determine frequency counts, i.e., the 

number times a keyword occurs in a document collection. The parse algorithm takes the document 

collection (D1,…,Dn) as input and outputs a set of input pairs (I,Di)i. Each mapper receives an input 

pair (i;Di) and outputs a set of intermediate pairs (word  count for each document ) wj found in Di. 

All the intermediate pairs are then partitioned by the partition operation into sets. 

3.3.3. Parallel FP-Growth Algorithm: 

In this existing study, we focus on a FP-Growth algorithm called Parallel FP. FP-Growth 

efficiently discovers frequent item sets by constructing and mining a compressed data structure (i.e., 

FP-tree) rather than an entire database. PFP was designed to address the synchronization issues by 

partitioning transaction database into independent partitions, because it is guaranteed that each 

partition contains all the data relevant to the features (or items) of that group. Given a transaction 
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database DB, The following figure depicts the process flow of Parallel FP Growth implemented in 

Mahout. The parallel algorithm consists of four steps, three of which are Map Reduce jobs. 

 

Fig.3.2. Process flow of Parallel FP Growth 

Step 1. Parallel Counting: The first Map Reduce job counts the support values of all items residing 

in the database to discover all frequent items or frequent 1-itemsets in parallel. It is worth noting that this 

step simply scans the database once. 

Step 2. Sorting frequent 1-itemsets to F List: The second step sorts these frequent 1-itemsets in a 

decreasing order of frequency; the sorted frequent 1-itemsets are cached in a list named F List. Step 2 is a 

non-Map Reduce process due to its simplicity as well as the centralized control. 

 Step 3. Parallel FP-Growth: This is a core step of PFP, where the map stage and reduce stage 

perform the following two important functions. Mapper - Grouping items and generating group-dependent 

transactions and Reducer - FP-Growth on group dependent partitions. Local FP Growth is conducted to 

generate local frequent item sets. Each reducer conducts local FP Growth by processing one or more group-

dependent partition one by one, and discovered patterns are output in the final.  

Step 4. Aggregating: The last Map Reduce job produces final results by aggregating the output 

generated in Step  

Security Implementation 

A network authentication protocol is used as private-key cryptography for providing authentication 

across open the cloud computing environment. It mediates authentication through a trusted third party. It 

provides authentication for the confirmation that a user who is requesting services is a valid user of the 

network services requested. The next is Authorization, the granting of specific types of service to a user, 

based on their authentication, what services they are requesting, and the current system state. At last 

accounting,  the tracking of the consumption of network resources by users. 
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4. RESULTS 

 

 

 

                                                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.1.Input Data 

 

Fig.4.2. Fully Homomorphic Encrypted Data 
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Fig.4.3. Input Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.4. Fully Homomorphic Encrypted Data 
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Fig.4.5. Input Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.6. Fully Homomorphic Encrypted Data 
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5. CONCLUSION 

By utilizing the homomorphic token with distributed verification of erasure coded data, our 

scheme achieves the integration of storage correctness insurance and data error localization, i.e., 

whenever data corruption has been detected during the storage correctness verification across the 

distributed servers, we can almost guarantee the simultaneous identification of the misbehaving 

server(s). Through detailed security and extensive experiment results, we show that our scheme is 

highly efficient and resilient to Byzantine failure, malicious data modification attack, and even 

server colluding attacks.  
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