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Abstract:  Manuscripts transmit messages, ideas and thoughts in writing with documentary proof which is a 

form of communication. This paper majorly focuses on the Feature extraction that is the process to retrieve 

the characters that are represented accurately from the raw data. The purpose of feature extraction is to 

maximize the recognition rate with the characters. It is considered to be a difficult task to obtain the features 

of the handwriting which has high degree of variability and imprecision. In this paper the steps namely 

Denoising  ,binarization, noise elimination, Thresholding, and size normalization for an image  are carried 

out then words segmentation is performed by using bat algorithm. In feature extraction stage each 

character’s identity is represented as a feature vector. In feature extraction the set of words have been 

performed through structural and statistical methods. To identify the style of words and characters, fuzzy 

clustering algorithm has been used. The efficient recognition of word has been done through the online 

support vector classifier. The result shows that the proposed methods have been performed well when 

compared with the existing methods. 

 

Keywords: Off-Line Handwriting Recognition, Image Denoising, Binarization, Noise Elimination, Size 

Normalization, Bat Algorithm, Edge Detection, Fuzzy Clustering, and Online Support Vector Machine 

(OSVM).  

1. INTRODUCTION 

 Handwriting recognition is the method of identifying the words, characters, pattern and numerals of 

a text document, scanned images and some other records. Many diverse applications like reading medical 

prescription, bank cheques, and other official documents make use of this Handwriting recognition. It is 

used to identify the words easily. There are numerous researches and projects have been done on 

recognition of characters and numerals of handwriting. But still there is a problem in the field of 

handwritten recognition because of different styles of font which is complex to handle. As the different 

people use the different styles for writing, it makes recognition a difficult task.  Mostly recognition of 

English handwritten is available in the literature [2] and some on their vernacular languages and 

scripts[19].This paper focuses on the recognition of multilingual handwritten mainly Tamil and English. 

 In order to exclude the challenges of handwriting recognition, feature extraction method has been 

used. The Optical Character Recognition (OCR) plays a vital role in handwriting recognition. The noise 

removal is the primary process involved in recognition. Feature extraction is done through normalizing the 

size and binarization which eliminates the noise. After that segmentation of words is performed in which the 

words are clustered and the particle swarm optimization algorithm is involved. The deep neural network is 

utilized for recognition of words. This vital process makes up the major part of recognition. 

 The feature extraction, edge detection and style identification are the final phase of methods 

involved in handwritten recognition. Extraction of knowledgeable data from raw set of data is the method 

involved in the feature extraction. The data extracted provides the high accuracy. 
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 Each character in the document is denoted as feature vector in the feature extraction process which 

becomes its identity. The extraction is performed by means of structural and statistical features. The various 

structure and the styles of the words are taken into consideration in this feature. Then the result is 

summarized to know about the accuracy of detection in the handwriting. Style identification is done through 

fuzzy clustering model which defines the unique style of different users.  

 The final step is word identification which is performed through Online Support Vector Machine 

(OSVM). This OSVM model identifies the word with high accuracy by eliminating the errors. The rest of 

the paper is organized as follows. Section 2 discusses the literature review. Section 3 overviews the 

proposed technique for feature selection and classification. Experimental results of the proposed system are 

presented in Section 4. Section 5 concludes the paper 

 

2. LITERATURE REVIEW 

Chopra et al [1] developed a recognition system by means of Optical Character Recognition (OCR) only 

for the documents comprising of fixed style and font size. This model is used for offline recognition of 

characters and it uses database for alphabet recognition. The primary process in this study is pre-processing 

of document images. The important step involved is feature extraction on optical character recognition. It 

has the greater advantage as it provides higher scalability and it is used for predefined English documents, 

but it could also be configured for other documents too. 

Reddy et al [2] proposed a multilayer perception model for recognition. This device is a smart 

technology that uses half of the human brain thinking for the recognition of both characters and digits. In 

order to train and test the data, MLP network uses back propagation (BP) algorithm. The ANN greatly 

offers an advantage of pattern recognition in an effective way.  

Vithlani and Kumbharana [3] have provided a study for handwritten recognition by means of Optical 

Character Recognition (OCR). The pattern of the character is identified in this study. The OCR involves the 

various steps of process in it. They involve in Acquisition, pre-processing, Segmentation, feature extraction 

and classification. The various algorithm namely, statistical algorithm, template matching algorithm, neural 

network algorithm and structural algorithm are defined in this study for character pattern recognition. 

Bobade and Sahu [4] have developed a character recognition model by means of Neural Network (NN). 

The feature extraction is the vital process involved in the character recognition model. In order for 

normalising the character image, pre-processing has been performed. For the purpose of classification back 

propagation has been performed. The different feature extraction based on comparative analysis in terms of 

accuracy has been performed. The single feature vector by combining various feature vectors is formed for 

hybrid method which on comparison with individual feature extraction provides high accuracy rate of 

character recognition. 

Oujaoura et al [5] presented recognition methods for identifying the Tifinagh characters. This is made 

possible by means of Data mining tools which include Adaptive Neuro Fuzzy Inference System (ANFIS), 

Support Vector Machine (SVM), Artificial Neural Network (ANN), Classification and Regression Tree 

(CART), AdaBoost and K-Nearest Neighbors (K-NN). The feature extraction involves the Zernike moments 

and geodesic descriptors for extracting attributes. Comparison of classification data mining for recognition 

of Tifinagh recognition is the main objective of this study. Oracle Data mining and Oracle database are used 

for comparison in working environment to identify the effective outcome. 

Al-Maadeed et al [6] aimed to develop a new system which selects the vital feature thereby eliminating 

the non-effective features. This model could be developed by means of Lukasiewicz implication on fuzzy 

conceptual reduction. Both English and Arabic languages are taken into consideration for handwritten 

recognition of characters. The database of 121 writers is considered on which the K-Nearest Neighbors (K-

NN) is used to evaluate the accuracy efficiency. The left or right handedness parameter is considered for 

evaluation and it produces the high accuracy of 83.43%.  
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Liwicki and Bunke [7] used whiteboards to perform online based handwritten recognition on with the 

help of Hidden Markov Model (HMM). The state of the art normalization and feature extraction are used to 

convert text line into sequence having feature vectors. By doing added preprocessing methods, the rate of 

recognition has been enhanced. Classification process is made to be carried out using statistical languages 

and a model named Hidden Markov. In the presence of model with no language, 67.3% rate of the 

recognition has been achieved. On the other hand, about 70.8% of rate has been achieved in the model with 

language.  

 Dedgaonkar et al [8] have discussed about various recognition techniques used for character 

recognition. The recognition methods can be classified broadly under two categories. They include online 

and offline recognition. The various offline recognition methods namely, clustering, pattern matching; 

feature extraction and artificial neural network have been discussed. The Direction based algorithm and K-

NN classifier are the two subdivisions used for recognising online characters. These methods are applied for 

the effective recognition with high accuracy. 

Shah et al [9] have implemented two models for handwritten recognition of diverse languages. The 

models include Tesseract OCR and K-Nearest Neighbor (K-NN). In this study working of both the model 

has been briefed and comparison is performed among both the model for character recognition to gain the 

accuracy of both. This model is designed in such a way that it also helps in image recognition, number plate 

recognition for license and extraction of text from various kinds of document. 

Dash  and Nayak [10] proposed a Artificial Neural Network (ANN) is purely depends on English 

character recognition [10]. This recognition mechanism is about offline system, if no linear relationship is 

found the performance of matching character is to be carrying out. In order to find out cluster presence, test 

has been performed over character. Mat lab platform helps to take over this process. Then the ANN model is 

trained and the network has been tested using English character includes fifty-two sets of the alphabets. 

Totally 26 small and 26 capital alphabets are comprised by sets. This Neural Network model paves a way to 

obtain better recognition of about 85%. 

Christian Gruber, Thiemo Gruber and Sebastian Krinninger [11] presented a new technique for online 

signature verification or identification. It makes use of the longest common subsequences (LCSS) detection 

algorithm which measures the similarity of signature.  It is possible to consider the local variability of 

signals through LCSS. It is easy to determine the similarity of two different signature in a more reliable way 

than with other measures.  

Shanjana, C. James, Ajay [19]proposed a work of fiction method to convert handwritten Malayalam text 

into editable text format that can be stored by machine.  

3. METHODOLOGY 

The handwritten recognition is one of the most challenging tasks where many researchers have been still 

facing challenges for accurate prediction of words and characters. The offline recognition demands the 

following process for identification. The original data carries noise along with it. So in order for eliminating 

the noises from the source data various steps like binarization, size normalization and noise elimination are 

performed as are pre-processing steps. Binarization is the technique where the digitalization of the data is 

performed after conversion into gray scale and binary image. The de-noising is performed by eliminating 

loops, gaps and bumps which are general in scanned images. The variations in the images are removed by 

the process of size normalization without modifying the identity of words or characters. 

Segmentation would be the trailing process where the clear separation of words and characters are 

determined by various algorithms. The BAT algorithm is one among them and provides an effective 

segmentation of words as it is an optimizing technique. Edge detection by means of descriptor is indulged 

where clear boundary separation is determined as it is the most common way of recognizing words, images 

and so on. 

The next process is feature extraction which enhances the rate of identifying the words. Here the set of 

feature words are extracted by various means. The structural and statistical feature selection is involved in 

this domain which is of multi- resolution aids to enhance the quality of the prediction. The output from this 
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section is provided as input to the classifier. The classifier acts as a decision making authority in the 

handwritten recognition. The fuzzy logic is the process of identifying the style of words in the handwritten 

recognition which provides effective outcome even in the presence of noise. Online Support Vector 

Machine (OSVM) classifier is employed for quicker and efficient recognition of words. This classifier is 

also employed on Optical Character Recognition and content of text documents. The final phase of 

recognition is post-processing where the errors occurred during the whole process is eliminated as it 

contains some noises in it. This increases the performance of the recognition to be an outstanding one. The 

proposed system flow diagram is shown in figure 1. 

 

Figure1: Proposed system flow diagram 

 

3.1. PRE PROCESSING 

Pre-processing is the process where the source data is provided as input to get the data in the user 

understandable form on performing the following process: 

 

 

3.1.1NOISE ELIMINATION 

Pre-processing is the first step used for removing noise in image. Here Modified algorithm has been used 

and it is called as [11] K-Algorithm to perform effective reduction. In modified approach, two steps have 

been involved such as filtering and the binarization. Re-Sampling could be used to do filtering process. 

Textured images are used here for filtering process in the wish of remove noise but it may paves way for 

some issues. Thus binarization is used to do process and brings out its advantage in order to deal the issues 

that aroused in filtering. On the other hand, during this process the information considered as useful are 

made to retain safe. In addition to that, there are two filters involved in filtering process and they are linear 

and non linear type. Issues may arose while using linear filters, thus non linear filters are used to deal with 

those issues. 

3.1.2 BINARIZATION 

Binarization [12] is a methodology applicable for image denoising. This technique would remove the noise 

using certain advanced systems with it. That system is called to be as Modified approach named K-

Algorithm. Combinations of thresholding and filtering have been bringing out to do image processing. Thus 

it behaves as refinement approach since it increases the quality of image. Binarization is using to avoid 

Preprocessing-Binarization, size 

normalization and noise elimination 

Segmentation (Line, word and character) - 

BAT algorithm 

 

Feature Extraction (Fuzzy Clustering) 

Classification- OSVM 

Post Processing 
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some problems that relates to images. Transformation of images data in to digital data is the process taken 

inside binarization. Finally, the threshold value could be measured that based on color obtained. 

3.1.3 SIZE NORMALIZATION 

Normalization process could be carried out in image depending recognition. It mainly focuses in changing 

the range of intensity of images. Normalization aims to improve the sense of visibility on images in the aim 

of enhancing the quality in terms of images. Quality of image can be defined based on the intensity value. 

Normalization approach adopts the automatic processing which helps to normalize image in any format. It 

would obtain a result having dimension in constant state. Size normalization [13] is one type of approach in 

normalization mechanism that would modifies the size of character which is based on some form in means 

of standard. The recognition has been applied on characters depends on two direction namely horizontal and 

vertical.  

3.1.4 SEGMENTATION- BAT ALGORITHM (BA) 

The bat algorithm is the step which would carry out after noise filtering. Through preprocessing, the noise 

could be removed from input information which may be text or signal or image. Bat Algorithm [14] is 

mainly used to extract the key features with the help of various approaches. After selecting the required 

features, the classification has been performed. Firstly, the important features are extracted and it is gives as 

input to classifiers in the aim of enhancing the performance. Features extracted using this algorithm may be 

found as insignificant, so Improved bat algorithm [15]  has been brought out. These mainly focus on 

measuring optimal value and reduction of feature set in terms of population. Rosen Brock is a function used 

for evaluating fitness of bat population and it define in 1st equation, 

 

(1) 

Thus, 

  J = dimension can be represented using j 

x(i) = denotes ith bat. 

ri = represents rate of pulse, 

Ai = denotes frequency, 

fmin, fmax = representation for frequency. 

In Modified Bat Algorithm, initial population is made to assume and each entry involves ωi which defines 

frequency, νi represents velocity. 

 

 

 

(2) 

Thus,  

 Gcurrent = denotes global solution at present 

α = function of uniform distribution ranges from 0 to1. 

Best solution has been identified and could be updated. 

 (3) 

Where,  

 ϵ = denotes number randomly occurs that ranges from -1 to 1 
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Si = helps to signifies the features that are similar. 

Algorithm for Improved bat algorithm shown here, 

Initialize the dataset: Xi where 1≤ i≤ n 

Set Frequency velocity  

While t<XnD0 

Update and  

Estimate transfer function value 

Update Xi 

Generate rand 

Select random instance from Xi 

Compute similarity 

For (rand= Xi; rand<= Xn;= Xi++) 

If (rand is highly similar than the ith instance) 

Choose Gbest from the available solutions 

Update Xi with Gbest 

End  if 

Sort the features based on Gbest 

End For  

End while  

3.2. FUZZY CLUSTERING 

Clustering mechanism having Fuzzy [16] helps to find out the function named kernel in the aim of 

providing hopeful performance. On Different function of kernel, experiments have been made in the sense 

of creating technology as identification of writer. Thus these mechanism has been using in the area of 

performance ? measuring. This Measuring process could purely based on identification. In Addition, Inverse 

and Gaussian function are mainly used  for the above said process. 

Gaussian Kernel Function 

Assumption of the Zero mean and the Unit variance with Gaussian has been made for the purpose of 

distributing features.  The results of exponential kernel function, is similar to the result obtained by 

Gaussian kernel function. This could be achieved by means of parameter which is the adjustment that made 

on it. This adjustment depends on two parameters namely variance and mean. 

Inverse Kernel Function 

This defines equation for kernel function. 

 

 

(4) 
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3.3. ONLINE SUPPORT VECTOR MACHINE 

Support Vector Machine is one type of mechanism using for performing classification. Since large amount 

of information has been emerging in day to day life of human, everyone need a system that would do better 

working as then before. Thus Online Support Vector Machine [17] has been introduced in the sense of doing 

better and speedy classification in any field. This system also helps to deal with images in Optical Character 

Recognition or text content in paper. Due to the necessity in improving accuracy or performance and 

minimize the memory usage, this approach had brought out. Since SVM has large computational cost, even 

though it is good in classification it is not using that much. On the other hand, SVM is known for its strong 

foundation in theory and its hopeful generalized performance. Thus online support vector machine is 

introducing to give out trustworthy result in the field of Word Recognition. LASVM is one type of 

algorithm in online SVM which is an online based kernel classifier that would use less memory. 

4. EXPERIMENTAL DESIGN 

The data set comprised of 30 Tamil characters of 12000 characters has been grabbed from various 

documents. For the purpose of training this model gathered 9000 (300 samples * 30characters) samples are 

collected to train the model. The remaining 3000 samples (100 samples * 30 characters) are employed for 

the purpose of testing. 5200 samples of 26 English characters are collected from different handwritten 

documents. 2600 samples (100 samples * 26 characters) are gathered for training purpose, rest of the 2600 

samples (100 samples *26 characters) are used for testing purpose. The Microsoft excel sheet is maintained 

for the feature data.  

 

   

   

Figure 2(a) . Tamil Handwriting samples 

  

  

Figure 2(b). English Handwriting samples 
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The Figure 2(a) & 2(b) represents the images contain text data of two different languages which are 

provided as input to the system which improves the quality of the image by various processes and provides 

the better recognition of texts. The raw images by means of scanning are provided to the system as input and 

various steps are performed on the image to identify the words and characters in this model. 

4.1. RESULTS 

            The handwritten recognition takes the scanned images and text documents as input which 

comprises noises in it. The noise elimination is performed by means of pre-processing and trailing steps like 

segmentation, feature extraction; classification and word recognition are being performed in this system. 

The OSVM algorithm shows the optimistic increase in efficiency and accuracy of the recognition.  The 

results of various classifiers with different metrics for Tamil and English language are shown in Table 2 and 

Table 3. Table 1 shows the results of two different characters and in two languages results based on the 

maximum and minimum number of iterations required to complete the process.  Final column shows, in 

which iteration the overall character is recognized in the input samples for DNN, ANFIS and proposed 

OSVM classifier.  

Table 1 .Performance of different methods with sample characters. 

Methods Sample 

character 

No. of trained character 

(minimum and maximum) 

No. of particular character to be 

recognized within the iterations 

Minimum Maximum 

DNN  20 100 72 

 17 100 80 

DNN i 15 100 85 

j 20 100 75 

ANFIS  18 100 68 

 15 100 75 

ANFIS i 13 100 82 

j 16 100 69 

OSVM 
 

15 100 64 

 13 100 70 

OSVM i 11 100 75 

j 13 100 62 
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            Table 2. Performance comparison results of Tamil character (OSVM) 

 

Algorithm Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

F-measure 

(%)  

Accuracy 

(%)  

Time(Second

s) 

OSVM 93.00 80 94.5 93.75 95.00 7.2 

ANFIS 90.20 77.5 93 91.6 93.20 9 

DNN 87 74.5 91 89 90.52 12 

SVM 82 70 84 83 85.13 19 

Naïve 

Bayes 

85 72.3 89 87 87.00 15 

 

Table 3. Performance comparison results of English character (OSVM) 

 

Algorithm Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

F-

measure 

(%)  

Accuracy (%)  Time(Seconds) 

OSVM 94.00 79 94.00 94.00 94.00 7 

ANFIS 91.20 77 92 91.6 92.20 8.5 

DNN 89 77 90 89.5 90 11 

SVM 80.13 69 85 82.565 84.13 20 

Naïve 

Bayes 

84 72 88 86 86 15 
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Figure 3. Sensitivity or recall comparison results of Tamil Handwritten recognition methods( 

Proposed OSVM) 
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Figure 4. Sensitivity or recall comparison results of English Handwritten recognition methods ( 

Proposed OSVM) 
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Figure 5. Specificity  comparison results of Tamil Handwritten recognition methods( Proposed 

OSVM) 
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Figure 6. Specificity comparison results of English Handwritten recognition methods( Proposed 

OSVM) 
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Figure 7. Precision comparison results of Tamil Handwritten recognition methods ( Proposed OSVM) 
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Figure 8. Precision  comparison results of English Handwritten recognition methods( Proposed 

OSVM) 

 

 

Figure 9. F-measure  comparison results of Tamil Handwritten recognition methods( Proposed 

OSVM) 
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Figure 10. F-measure comparison results of English Handwritten recognition methods( Proposed 

OSVM) 
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Figure 11. Accuracy  comparison results of Tamil Handwritten recognition methods( Proposed 

OSVM) 
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Figure 12. Accuracy comparison results of English Handwritten recognition methods( Proposed 

OSVM) 
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Figure 13. Classification time results of Tamil Handwritten recognition methods( Proposed OSVM) 
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Figure 14. Classification time results of English Handwritten recognition methods (Proposed OSVM) 

Figure 3, Figure 5, Figure 7, Figure 9, Figure 11 and Figure 13 shows the results of sensitivity, specificity, 

precision, F-measure, accuracy and classification time of Tamil handwritten documents with recognition 

methods. From the results it concludes that the proposed OSVM classifier performs better for all metrics 

and takes lesser computation time when compared to other three classifiers.  Figure 4, Figure 6, Figure 8, 

Figure 10, Figure 12 and Figure 14 show the results of sensitivity, specificity, precision, F-measure, 

accuracy and classification time of English handwritten documents with recognition methods. From the 

results it concludes that the proposed OSVM classifier performs better for all metrics and lesser 

computation time when compared to other three classifiers. The values of these metrics are discussed in 

Table 2 and Table 3. 

 

5. CONCLUSION  

               This paper elucidates the various phases of recognition of off-line recognition system. By the 

means of noise elimination, binarization and size normalization, the noise is eliminated from the raw data in 

the pre-processing phase. The Segmentation of characters and words has been done through the BAT 

algorithm. To determine the boundaries for recognition, the edge detection is done through the descriptor.  

The feature extraction has been performed through the structural and statistical methods where the feature 

set of words has been extracted.  Fuzzy clustering is the algorithm used for identification of style of words 

and characters. The Online Support Vector Machine algorithm (OSVM) is the classifier installed in this 

work where efficient recognition of words is done. Then the final phase of post-processing eliminates the 

errors and increases its accuracy rate.  
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