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Abstract :  This paper provides an overview of techniques for prioritization of requirements for software products. Prioritization is a 

crucial step towards making good decisions regarding product planning for single and multiple releases. Various aspects of 

functionality are considered, such as importance, risk, cost, etc. Prioritization decisions are made by stakeholders, including users, 

managers, developers, or their representatives. Methods are given how to combine individual prioritizations based on overall 

objectives and constraints. A range of different techniques and aspects are applied to an example to illustrate their use. Finally, 

limitations and shortcomings of current methods are pointed out, and open research questions in the area of requirements prioritization 

are discussed. 
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1.  Introduction 
 
In everyday life, we make many decisions, e.g. when buying a DVD-player, food, a telephone, 

etc. Often, we are not even conscious of making one. Usually, we do not have more than a 

couple of choices to consider, such as which brand of mustard to buy, or whether to take this 

bus or the next one. Even with just a couple of choices, decisions can be difficult to make. 

When having tens, hundreds or even thousands of alternatives, decision-making becomes 

much more difficult.  
 One of the keys to making the right decision is to prioritize between different alternatives. It is 

often not obvious which choice is better, because several aspects must be taken into 

consideration. For example, when buying a new car, it is relatively easy to make a choice 

based on speed alone (one only needs to evaluate which car is the fastest). When considering 

multiple aspects, such as price, safety, comfort, or luggage load, the choice becomes much 

harder. When developing software systems, similar trade-offs must be made. The functionality 

that is most important for the customers might not be as important when other aspects (e.g. 

price) are factored in. We need to develop the functionality that is most desired by the 

customers, as well as least risky, least costly, and so forth. 

  
Prioritization helps to cope with these complex decision problems. This chapter provides a 

description of available techniques and methods, and how to approach a prioritization 

situation. The chapter is structured as follows: First, an overview of the area of prioritization is 

given (Section 2). This is followed by a presentation and discussion of different aspects that 

could be used when prioritizing (Section 3). Next, some prioritization techniques and 

characteristics are discussed (Section 4), followed by a discussion of different stakeholders 

situations that affect prioritization in Section 5. Section 6 discusses additional issues that arise 

when prioritizing software requirements and Section 7 provides an example of a prioritization. 

Section 8 discusses possible future research questions in the area. Finally, Section 9 

summarizes the concept. 
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2.  Requirements Prioritization 
 
Complex decision-making situations are not unique to software  engineering. Other disciplines, 

such as psychology, and organizational behavior have studied decision-making thoroughly [1]. 

Classical decision-making models have been mapped to various requirements engineering 

activities to show the similarities [1]. Chapter 12 in this book provides a comprehensive 

overview of decision-making and decision support in requirements engineering. Current chapter 

primarily focuses on requirements prioritization, an integral part of decision-making [49]. The 

intention is to describe the current body of knowledge in the requirements prioritization area. 

 

The quality of a software product is often determined by the ability to satisfy the needs of the 

customers and users [7, 53]. Hence, eliciting (Chapter 2) and specifying (Chapter 3) the correct 

requirements and planning suitable releases with the right functionality is a major step towards 

the success of a project or product. If the wrong requirements are implemented and users resist 

using the product, it does not matter how solid the product is or how thoroughly it has been 

tested. 

 
Most software projects have more candidate requirements than can be realized within the time 
and cost constraints. Prioritization helps to identify the most valuable requirements from this set 
by distinguishing the critical few from the trivial many. The process of prioritizing 
requirements provides support for the following activities (e.g. [32, 55, 57, 58]):  

• for stakeholders to decide on the core requirements for the system.  
• to plan and select an ordered, optimal set of software 

requirements for implementation in successive releases.  
• to trade off desired project scope against sometimes conflicting 

constraints such as schedule, budget, resources, time to market, 

and quality. 
• to balance the business benefit of each requirement against its cost.  
• to balance implications of requirements on the software 

architecture and future evolution of the product and its associated 

cost.  
• to select only a subset of the requirements and still produce a 

system that will satisfy the customer(s). 

• to estimate expected customer satisfaction.  
• to get a technical advantage and optimize market opportunity.  
• to minimize rework and schedule slippage (plan stability).  
• to handle contradictory requirements, focus the negotiation 

process, and resolve disagreements between stakeholders (more 

about this in Chapter 7). 

• to establish relative importance of each requirement to provide the 

greatest value at the lowest cost. 
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The list above clearly shows the importance of prioritizing and deciding what requirements to 

include in a product. This is a strategic process since these decisions drive the development 

expenses and product revenue as well as making the difference between market gain and 

market loss [1]. Further, the result of prioritization might form the basis of product and 

marketing plans, as well as being a driving force during project planning. Ruhe et al. 
summarize this as: “The challenge is to select the ‘right’ requirements out of a given superset 
of candidate requirements so that all the different key interests, technical constraints and 
preferences of the critical stakeholders are fulfilled and the overall business value of the 
product is maximized” [48]. 
 

Of course, it is possible to rectify incorrect decisions later on via change management (more 

about change impact analysis in Chapter 6), but this can be very costly since it is significantly 

more expensive to correct problems later in the development process [5]. Frederick P. Brooks 

puts it in the following words: “The hardest single part of building a software system is 
deciding precisely what to build. No other part of the work so cripples the resulting system if 
done wrong. No other part is more difficult to rectify later.” [10]. Hence, the most cost 
effective way of developing software is to find the optimal set of requirements early, and then 

to develop the software according to this set. To accomplish this, it is crucial to prioritize the 

requirements to enable selection of the optimal set. 
 

Besides the obvious benefits presented above, prioritizing requirements can have other benefits. 

For example, it is possible to find requirements defects (e.g misjudged, incorrect and 

ambiguous requirements) since requirements are analyzed from a perspective that is different 

from that taken during reviews of requirements [33]. 

 

Some authors consider requirements prioritization easy [55], some regard it of medium 

difficulty [57], and some regard prioritization as one of the most complex activities in the 

requirements process, claiming that few software companies have effective and systematic 

methods for prioritizing requirements [40]. However, all these sources consider requirements 

prioritization a fundamental activity for project success. At the same time, some text books 

about requirements engineering (e.g [9, 47]) do not discuss requirements prioritization to any 

real extent.  
 

There is no “right” requirements process and the way of handling requirements differs greatly 

between different domains and companies [1]. Further, requirements are typically vaguer early 

on and become more explicit as the understanding of the product grows [50]. These 

circumstances imply that there is no specific phase where prioritization is made, rather, it is 

performed throughout the development process [13, 38]. Hence, prioritization is an iterative 

process and might be performed at different abstraction levels and with different information in 

different phases during the software lifecycle.  
 

Prioritization techniques can roughly be divided into two categories: methods and negotiation 

approaches. The methods are based on quantitatively assigning values to different aspects of 

requirements while negotiation approaches focus on giving priorities to requirements by 

reaching agreement between different stake holders [39]. Further, negotiation approaches are 
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based on subjective measures and are commonly used when analyses are contextual and when 

decision variables are strongly interrelated. Quantitative methods make it easier to aggregate 

different decision variables into an overall assessment and lead to faster decisions [15, 50]. In 

addition, one must be mindful of the social nature of prioritization. There is more to 

requirements prioritization than simply asking stakeholders about priorities. Stakeholders play 

roles and should act according to the goals of that role, but they are also individuals with 

personalities and personal agendas. Additionally, many organizational issues like power etc. 

need to be taken into account. Ignoring such issues can raise the risk level for a project. 
 
 
 

3.  Aspects of Prioritization 
 
Requirements can be prioritized taking many different aspects into account. An aspect is a 

property or attribute of a project and its requirements that can be used to prioritize 

requirements. Common aspects are importance, penalty, cost, time, and risk. When prioritizing 

requirements based on a single aspect, it is easy to de-cide which one is most desirable (recall 

the example about the speed of a car). When involving other aspects, such as cost, customers 

can change their mind and high priority requirements may turn out to be less important if they 

are very ex-pensive to satisfy [36]. Often, the aspects interact and changes in one aspect could 

result in an impact on another aspect [50]. Hence, it is essential to know what ef-fects such 

conflicts may have, and it is vital to not only consider importance when prioritizing 

requirements but also other aspects affecting software development and satisfaction with the 

resulting product. Several aspects can be prioritized, and it may not be practical to consider 

them all. Which ones to consider depend on the specific situation, and a few examples of 

aspects suitable for software projects are described below. Aspects are usually evaluated by 

stakeholders in a project (managers, users, developers, etc.) 
 
 

3.1.  Importance 
 
 When prioritizing importance, the stakeholders should prioritize which require-ments are most 

important for the system. However, importance could be an extremely multifaceted concept 

since it depends very much on which perspective the stakeholder has. Importance could for 

example be urgency of implementation, importance of a requirement for the product 

architecture, strategic importance for the company, etc. [38]. Consequently, it is essential to 

specify which kind of importance the stakeholders should prioritize in each case. 
 
 
 
 
 

3.2.  Penalty 
 
It is possible to evaluate the penalty that is introduced if a requirement is not fulfilled [57]. 

Penalty is not just the opposite of importance. For example, failing to conform to a standard 

could incur a high penalty even if it is of low importance for the customer (i.e. the customer 

does not get excited if the requirement is fulfilled). The same goes for implicit requirements 

that users take for granted, and whose absence could make the product unsuitable for the 

market. 
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3.3.  Cost 
 
The implementation cost is usually estimated by the developing organization. Measures that 

influence cost include: complexity of the requirement, the ability to reuse existing code, the 

amount of testing and documentation needed, etc. [57]. Cost is often expressed in terms of staff 

hours (effort) since the main cost in soft-ware development is often primarily related to the 

number of hours spent. Cost  could be prioritized by using any of the techniques presented , but 

also by simply estimating the actual cost on an absolute or normalized scale. 

 

 

3.4 Time 
 
As can be seen in the section above, cost in software development is often related to number of 

staff hours. However, time (i.e. lead time) is influenced by many other factors such as degree of 

parallelism in development, training needs, need to develop support infrastructure, complete 

industry standards, etc. [57]. 

 

3.5 Risk 
 
Every project carries some amount of risk. In project management, risk management is used to 

cope with both internal (technical and market risks) and external risks (e.g. regulations, 

suppliers). Both likelihood and impact must be considered when determining the level of risk of 

an item or activity [44]. Risk management can also be used when planning requirements into 

products and releases by identifying risks that are likely to cause difficulties during 

development [41, 57]. Such risks could for example include performance risks, process risks, 

schedule risks etc. [55]. Based on the estimated risk likelihood and risk impact for each 

requirement [1], it is possible to calculate the risk level of a project. 
 
 
 
 

3.6 Volatility 
 
Volatility of requirements is considered a risk factor and is sometimes handled as part of the 

risk aspect [41]. Others think that volatility should be analyzed separately and that volatility of 

requirements should be taken into account separately in the prioritization process [36]. The 

reasons for requirements volatility vary, for example: the market changes, business 

requirements change, legislative changes occur, users change, or requirements become more 

clear during the software life cycle [18, 50]. Irrespective of the reason, volatile requirements 

affect the stability and planning of a project, and presumably increase the costs since changes 

during development increase the cost of a project. Further, the cost of a project might increase 

because developers have to select an architecture suited to change if volatility is known to be an 

issue [36]. 
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3.7.  Other Aspects 
 
The above list of aspects has been considered important in the literature but it is by no means 

exhaustive. Examples of other aspects are: financial benefit, strategic benefit, competitors, 

competence/resources, release theme, ability to sell, etc. For a company, we suggest that 

stakeholders develop a list of important aspects to use in the decision-making. It is important 

that the stakeholders have the same interpretation of the aspects as well as of the requirements. 

Studies have shown that it is hard to interpret the results if no guidelines about the true meaning 

of an aspect are present [37, 38]. 

 

 

3.8.  Combining Different Aspects 
 
In practice, it is important to consider multiple aspects before deciding if a requirement should 

be implemented directly, later, or not at all. For example, in the Cost- Value approach, both 

value (importance) and cost are prioritized to imple-ment those requirements that give most 

value for the money [30]. The Planning Game (from XP) uses a similar approach when 

importance, effort (cost), and risks are prioritized [2]. Further, importance and stability 

(volatility) are suggested as aspects that should be used when prioritizing while others suggest 

that dependencies also must be considered [12, 36] (more about dependencies in Chapter 5). In 

Wiegers’ approach, the relative value (importance) is divided by the relative cost and the 

relative risk in order to determine the requirements that have the most fa-vorable balance of 

value, cost, and risk [57]. This approach further allows differ-ent weights for different aspects 

in order to favor the most important aspect (in the specific situation). 

 

There are many alternatives of combining different aspects. Which aspects to consider depend 

very much on the specific situation and it is important to know about possible aspects and how 

to combine them efficiently to suit the case at hand. 
 
 
 
 
 
 
 
 

4.  Prioritization Techniques 
 
The purpose of any prioritization is to assign values to distinct prioritization ob-jects that allow 

establishment of a relative order between the objects in the set. In our case, the objects are the 

requirements to prioritize. The prioritization can be done with various measurement scales and 

types. The least powerful prioritization scale is the ordinal scale, where the requirements are 

ordered so that it is possible to see which requirements are more important than others, but not 

how much more important. The ratio scale is more powerful since it is possible to quantify how 

much more important one requirement is than another (the scale often ranges from 0 - 100 

percent). An even more powerful scale is the absolute scale, which can be used in situations 

where an absolute number can be assigned (e.g. number of hours). With higher levels of 

measurement, more sophisticated evaluations and calculations become possible [20]. 
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Below, a number of different prioritization techniques are presented. Some techniques assume 

that each requirement is associated with a priority, and others group requirements by priority 

level. When examples are given, importance is used as the aspect to prioritize even though 

other aspects can be evaluated with each of the techniques. It should be noted that the presented 

techniques focus specifically on prioritization. Numerous methods exist that use these 

prioritization techniques within a larger trade- off and decision making framework (e.g. 

EVOLVE [24], Cost-Value [30] and Quantitative Win-Win [48]). 

 

4.1.  Analytical Hierarchy Process (AHP) 
 
The Analytic Hierarchy Process (AHP) is a systematic decision-making method that has been 

adapted for prioritization of software requirements [45, 51]. It is conducted by comparing all 

possible pairs of hierarchically classified require-ments, in order to determine which has higher 

priority, and to what extent (usually on a scale from one to nine where one represents equal 

importance and nine represents absolutely more important) . The total number of comparisons 

to perform with AHP are n × (n-1)/2 (where n is the number of requirements) at each hierarchy 

level, which results in a dramatic increase in the number of comparisons as the number of 

requirements increases. Studies have shown that AHP is not suit-able for large numbers of 

requirements [39, 42]. Researchers have tried to find ways to decrease the number of 

comparisons (e.g. [26, 54]) and variants of the technique have been found to reduce the number 

of comparisons by as much as 75 percent [31]. 

 

In its original form, the redundancy of the pair-wise comparisons allows a consistency check 

where judgment errors can be identified and a consistency ratio can be calculated. When 

reducing the number of comparisons, the number of redun-dant comparisons are also reduced, 

and consequently the ability to identify incon-sistent judgments [33]. When using other 

techniques (explained below) a consis-tency ratio is not necessary since all requirements are 

directly compared to each other and consistency is always ensured. Some studies indicate that 

persons who prioritize with AHP tend to mistrust the results since control is lost when only 

comparing the requirements pair-wise [34, 39]. The result from a prioritization with AHP is a 

weighted list on a ratio scale. More detailed information about AHP can be found in [30], [51] 

and [52]. 

 

4.2.  Cumulative Voting, the 100-Dollar Test 

 

The 100-dollar test is a very straightforward prioritization technique where the stakeholders are 

given 100 imaginary units (money, hours, etc.) to distribute be-tween the requirements [37]. 

The result of the prioritization is presented on a ratio scale. A problem with this technique 

arises when there are too many requirements to prioritize. For example, if you have 25 

requirements, there are on average four points to distribute for each requirement. Regnell et al. 

faced this problem when there were 17 groups of requirements to prioritize [45]. In the study, 

they used a fictitious amount of $100,000 to have more freedom in the prioritizations. The 

subjects in the study were positive about the technique, indicating the possibility to use amounts 

other than 100 units (e.g. 1,000, 10,000 or 1 000,000). Another possible problem with the 100-

dollar test (especially when there are many re-quirements) is that the person performing the 

http://www.jetir.org/


© 2019 JETIR April 2019, Volume 6, Issue 4                                                                  www.jetir.org  (ISSN-2349-5162) 

JETIR1904F54 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 332 
 

prioritization miscalculates and the points do not add up to 100 [3]. This can be prevented by 

using a tool that keeps count of how many points have been used. 

 

One should only perform the prioritization once one the same set of requirements, since the 

stakeholders might bias their evaluation the second time around if they do not get one of their 

favorite requirements as a top priority. In such a situa-tion, stakeholders could put all their 

money on one requirement, which might in-fluence the result heavily. Similarly, some clever 

stakeholders might put all their money on a favorite requirement that others do not prioritize as 

highly (e.g. Mac compatibility) while not giving money to requirements that will get much 

money anyway (e.g. response time). The solution could be to limit the amount spent on 

individual requirements [37]. However, the risk with such an approach is that stakeholders may 

be forced to not prioritize according to their actual priorities. 

 

4.3.  Numerical Assignment (Grouping) 
 
Numerical assignment is the most common prioritization technique and is suggested both in 

RFC 2119 [8] and IEEE Std. 830-1998 [29]. The approach is based on grouping requirements 

into different priority groups. The number of groups can vary, but in practice, three groups are 

very common (e.g. [37, 55]). When using numerical assignment, it is important that each group 

represents something that the stakeholders can relate to (e.g. critical, standard, optional), for a 

reliable classification. Using relative terms such as high, medium, and low will confuse the 

stakeholders [57]. This seems to be especially important when there are stake-holders with 

different views of what high, medium and low means. A clear definition of what a group really 

means minimizes such problems. 
 
A further potential problem is that stakeholders tend to think that everything is critical [36, 55]. 

If customers prioritize themselves, using three groups; critical, standard, and optional, they 

will most likely consider 85 percent of the requirements as critical, 10 percent as standard, and 

5 percent as optional [4, 57]. One idea is to put restrictions on the allowed number of 

requirements in each group (e.g. not less than 25 percent of the requirements in each group) 

[34]. However, one problem with this approach is that the usefulness of the priorities 

diminishes because the stakeholders are forced to divide requirements into certain 

groups[32].However, no empirical evidence of good or bad results with such restrictions exists. 

The result of numerical assignment is requirements prioritized on an ordinal scale. However, 

the requirements in each group have the same priority, which means that each requirement does 

not get a unique priority. 

 

4.4.  Ranking 
 
As in numerical assignment, ranking is based on an ordinal scale but the requirements are 

ranked without ties in rank. This means that the most important requirement is ranked 1 and the 

least important is ranked n (for n requirements). Each requirement has a unique rank (in 

comparison to numerical assignment) but it is not possible to see the relative difference 

between the ranked items (as in AHP or the 100-dollar test). The list of ranked requirements 

could be obtained in a variety of ways, as for example by using the bubble sort or binary search 

tree algorithms [33]. Independently of sorting algorithm, ranking seems to be more suitable for 
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a single stakeholder because it might be difficult to align several different stakeholders’ views. 

Nevertheless, it is possible to combine the different views by taking the mean priority of each 

requirement but this might result in ties for requirements which this method wants to avoid. 

 

6.  Future Research in the Area of Requirements Prioritization 
 
Requirements engineering is a field with much research activity. One journal, several 

workshops, and one large annual international conference are devoted to requirements 

engineering. Nevertheless, the existing work in the area of requirements prioritization is limited 

even though the need for prioritizing software requirements is acknowledged in the research 

literature [32]. Especially, few empirical validations of different prioritization techniques and 

methods exist. Instead, it is common that new techniques and methods are introduced and they 

seem to work well, but the scalability of the approach has not been tested (e.g. [48]). How-ever, 

there exist some studies that have evaluated different prioritization techniques (e.g. [33, 34]). 

Unfortunately, such empirical evaluations most often focus on toy systems with a few 

requirements (seldom more than 20). This is not really providing any evidence of whether one 

technique is better than another even though some preliminary evidence could be found. One of 

the few industry studies, for example, found that AHP was not usable with more than 20 

requirements since the number of comparisons became too many for the practitioners [39]. 

Hence, more studies are needed when prioritization methods are used in industry.  
 
A further question that seldom is addressed in requirements prioritization re-search is the 

question of how much sophistication is actually needed. Many techniques and methods are 
developed and they become more and more complex with the goal to provide more help for 

practitioners but the results are seldom used in industry. Instead, professionals use simple 
methods such as numerical assignment. Practitioners live in a different environment than 

experimental subjects (often students) and are more limited by time and cost constraints [4]. 
Hence, an important question to answer is how much sophistication (and thereby complexity) is 

actu-ally necessary and desirable by practitioners?  
 
The above issues lead to another open question about when a technique or method is suitable. 

Existing empirical studies seldom discuss factors such as company size, time-to -market 
limitations, number of stakeholders, domain, etc. In-stead, focus is on whether a technique or 

method is better than another one. A more sound approach would be to test different 
approaches in various environ-ments to get some understanding when different prioritization 

techniques, aspects, etc. are suitable. In [21] a framework for evaluating pair programming is 
suggested and independent (e.g. technique), dependent (e.g. quality), and context variables (e.g. 
type of task) are proposed for evaluating programming techniques. A similar framework for 

requirements prioritization would be beneficial.  
 
Another important question in the area of requirements prioritization concerns dependencies 
between requirements. Nevertheless, the impact of dependencies can be tremendous. For 

example, prioritization techniques (such as AHP) assume that requirements are independent 
even though we know that they seldom are [46]. We need to find better ways to handle 

dependencies in an efficient way. 
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As could be seen in Section 4.6.3, functional and non- functional requirements are very 

different even though they have a serious impact on each other. Prioritizing these two entirely 

together or separately might not be the best solution. Approaches where prioritizations of 

functional and non-functional could be combined in an efficient way are necessary. Different 

methods that seem suitable for prioritizing non-functional requirements are available (e.g. 

Conjoint Analysis [22], and Quality Grid [36]) and it would be interesting to evaluate these 

empirically in industrial settings. Further, finding ways to combine such approaches with 

approaches more directed to functional requirements would be a challenge. 
 
 

7.  Summary 
 
This paper has presented a number of techniques, aspects, and other issues that should be 

thought of when performing prioritizations. These different parts together form a basis for 

systematically prioritizing requirements during software development. The result of 

prioritizations suggests which requirements should be implemented, and in which release. 

Hence, the techniques could be a valuable help for companies to get an understanding of what 

is important and what is not for a project or a product. As with all evaluation methods, the 

results should be interpreted and possibly adjusted by knowledgeable decision-makers rather 

than simply accepted as a final decision. 
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