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Abstract :  Sentiment Analysis is the analysis of the sentiment of the sentence based on the type of the word used. In this digital 

era, there are huge datasets of reviews available from customers across the globe. It is tedious to analyze the large datasets of 

reviews manually one by one. In this paper, we proposed to use a bunch of models for the analysis of sentiments. The models we 

employed are Support Vector Machine (SVM), Logistic Regression (LR), Multilevel Perceptron (MLP), Convolutional Neural 

Networks (CNN) and Long Short Term Memory (LSTM) Network. We used the standard IMDB datasets for all these five 

models. IMDB dataset is one of the most reputable dataset and its well-labeled data makes it easy to carry out operations which 

you intend to quiet feasibly. These datasets consist of reviews from different movies. Using this dataset, we tried to compare the 

accuracy obtained by each of the models. As per our results obtained we can certainly state that deep learning models are able to 

outperform the other models as they are able to analyze a deeper relationship within the sentence which drastically improves its 

classification with every epoch. 

 

IndexTerms - Sentiments analysis, IMDB dataset, SVM, LR, MLP, CNN, and LSTM. 

I. INTRODUCTION 

The research on sentiment analysis has been going on through ages and the main reason for that is that data is readily available 

in the form of reviews, feedback comments, etc. But this information can be harnessed by a machine using a deep learning neural 

network. A deep learning code combined with a neural network makes the system more dynamic and adaptable. This helps the 

neural network in analyzing various convoluted patterns and also classifying it in the presence of noise. A neural network was 

designed based on the observation of complexity present in the neurons of biological organisms. This neuron mostly consisted of 3 

parts, i.e. the dendrites, stoma, and terminal.  There are various types of neural networks available and based on their structure and 

adaptability they can be used for a plethora of activities. For example, a CNN is mostly used for pattern detection and classification 

in an image, whereas an RNN is used for text due to its exhaustive iterations and high adaptability in the presence of noise. Deep 

learning is very useful in unsupervised and supervised learning as many researchers are handling sentiment analysis by using deep 

learning. It consists of numerous effective and popular models as these models are used to solve it efficiently providing a variable 

accuracy of the working model.  

Multilayer Perceptron is a feed-forward neural network which is able to map the input to the output to a process of weight 

update A Convolution Neural network takes in an input layer and then filters it to classify the value between 0 to 1. Long Short 

Term Memory is an upgraded version of RNN to overcome the problem vanish descend. A Support Vector Machine is a classifier 

which classifies the sentence using a separating hyperplane in between the data. Regression is a process of predictive analysis 

between the binary variables. 

Thus by implementing sentiment analysis of the IMDB dataset using Deep Learning (MLP, CNN, LSTM), we received better 

accuracy in comparison with sentiment analysis using Machine Learning techniques (SVM, LR). 

II. PROPOSED METHODOLOGY 

A. SENTIMENT ANALYSIS 

    Sentiment analysis refers to the analysis of sentiments, opinions, and subjective text [1]. Sentiment analysis of public views 

using different tweets and reviews. It is a great tool for analyzing and predicting the many significant events such as box office 

performance of movies and general elections [2]. Public reviews are used to evaluate precisely a certain parameter, i.e., person, 

product or location and might be found on different websites like Amazon and Yelp. The opinions can then be categorized 

according to their polarity, i.e., into negative, positive or neutral. The purpose of sentiment analysis is to quickly and accurately 

determine the direction of user reviews [3]. The demand for sentiment analysis is raised due to the increased requirement of 

analyzing the hidden information which comes from social media in the form of unstructured data [4]. 

  

1) Features of Sentiment Analysis:  

Sentiments contain a variety of featured values like tri-grams and bi-grams by means of polarities and combinations. So 

sentiments are being assessed both as negative and positive aspects through the numerous support vector machines, by using 

training algorithms. The neural networks employed for analyzing sentiment through the computation of its relationship with the 

help of labels. The data is then extracted at the context level. The conditional dependencies at several edges and nodes are 

calculated using Bayesian networks. The network itself learns and optimizes its learning and data accuracy to improve efficiency 

which can be attained on the social media platform. Data tokenization refers to produce negative and positive aspects of data. In 

order to attain a better accuracy in sentiment analysis for data acquired through social media, there is a need for the techniques to 

decrease the errors obtained. [5] 
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2)  Sentiment Analysis as a multidisciplinary field: 

The sentiment analysis is a multidisciplinary field because it includes various fields such as computational linguistics, 

information retrieval, semantics, natural language processing [6]. The classification for the approaches of sentiment analysis can 

a) be done in three extraction levels feature or aspect level; 

b)  document level; 

c)  sentence level [5].  

 

3)  Techniques for Sentiment Analysis: 

 Sentiment analysis can be achieved using the two types of techniques, i.e., lexicon-based approach and machine learning based 

techniques [5]. 

a) Machine learning based techniques: These techniques are implemented by extracting the sentences and converting 

them into vectors. The features consist of words used in the daily speech from a dataset called bag-of-words. Machine 

learning contains three flavors at the sentence, i.e., Naive Bayes, Support Vector Machine (SVM) and Maximum 

Entropy. 

 

b) Lexicon based or corpus-based techniques: 

These techniques are based on decision trees such as K-Nearest Neighbors (k-NN), Conditional Random Field (CRF), 

Hidden Markov Model (HMM), Single Dimensional Classification (SDC) and Sequential Minimal Optimization 

(SMO), related to methodologies of sentiment classification. Machine learning approach has three categories: 

I. supervised; 

II. semi-supervised; 

III. unsupervised. 

 

B. DEEP LEARNING 

     Deep Learning was first proposed by G.E. Hinton in 2006. This is basically a part of a machine learning process which is 

able to get good accuracy with an increase in the dataset refers to Deep Neural Network [7]. The neural network is influenced by 

the human brain and it contains several neurons that make an impressive network. Deep learning networks are used to train both 

supervised and unsupervised categories [8]. Deep learning techniques include many models such as CNN (Convolutional Neural 

Networks), RNN (Recurrent Neural Networks), DBN (Deep Belief Networks) and many more. Neural networks are very beneficial 

in text classification and estimation, vector representation, word representation, and sentence modeling [9].  

      Applications of Deep Learning: Deep architecture consists of numerous levels of non-linear operations. The process of 

modeling the tasks of completed artificial intelligence problems makes the expectations that deep architecture will act well in semi-

supervised learning such as Deep belief network (DBN) which attains great accuracy with respect to Natural language processing 

[10]. The Deep Learning techniques are equipped with improved software engineering, enhanced learning procedures and 

accessibility of computing power and training data [11]. It is inspired by neuroscience and has a splendid impact on a range of 

applications like speech recognition, NLP (Natural Language Processing) and computer vision. One of the basic challenges of deep 

learning is the number of layers and the number of hidden variables needed for each layer [12]. 

 

III. BLOCK DIAGRAM 

 
Fig. 1 
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IV. CLASSIFICATION OF ALGORITHM 

A. Support Vector Machine(SVM)  

     Support-vector machines (SVMs) follows a supervised learning technique which is mostly associated with learning 

algorithms that analyze data used for classification and regression analysis mostly. Given a set of training examples 

with each method as belonging to one or the other of a category of an SVM training algorithm builds a model to 

assigns new examples to one prominent category or the other, making it a non-probabilistic binary linear classifier. An 

SVM model is an ideal representation of the examples as points in space, mapped so that the examples of the separate 

categories are firmly divided by a clear gap that is as wide as possible. New examples are then further mapped into that 

same space and predicted to belong to a category based on which side of the hyperplane they fall. SVMs can also 

perform non-linear classification using the kernel trick which is implicitly mapping their inputs into high-dimensional 

feature spaces. 

 
Fig 2 

However, the issues faced by SVM are 

 Requires full labeling of the given data. 

 The SVM is only directly applicable for two-class tasks methods.  

 Parameters of a model are difficult to interpret. 

 It takes care of local minima but does not prevent overfitting. 

 

B. Logistic Regression(LR) 

     The logistic model (or logit model) which is widely used a statistical model that in its basic form uses a logistic 

function to model which is a binary dependent variable. However, it can be modified to many more complex 

extensions. In regression analysis basically, the logistic regression (or logit regression) is the main estimating 

parameters of a logistic model (a form of binomial regression). A binary logistic model has a dependent variable with 

has two possible values which are basically a true or false, win/lose, these are represented by an indicator variable, 

where the two values are labeled either ‘0’ or ‘1’ depending on the data. In the logistic model, the log-odds for the 

value labeled "1" are a linear combination of one or more independent variables. Then the independent variables can 

each be a binary variable (two classes, coded by an indicator variable) or a continuous variable (or any real value). The 

labeling function converts log-odds to probability by updating the probability of the data labeled "1" to vary between 0 

and 1. The unit of measurement for the log-odds scale is also known as a logit, from the logistic unit, hence the 

alternative names which are given to it. Besides, the analogous models with solemnly different sigmoid function 

instead of the logistic function are being used such as the probit model; the defining characteristic of the logistic model 

is that increasing one of the independent variables used multiplicatively scales the odds of the given outcome at a 

definite constant rate, with each dependent variable having its own parameter basically for a binary independent 

variable this generalizes the odds ratio. 

 
Fig. 3 

 

C. Multilayer Perceptron(MLP) 

     A multilayer perceptron (MLP) is a class of feedforward artificial neural network used in deep learning. It foremost 

consists of at least 3 layers of nodes: an input layer, a hidden layer and an output layer in it. Except for the input nodes, 

each node is a neuron that basically uses a nonlinear activation function. MLP utilizes a supervised learning technique 

which is also called as backpropagation for training. Its multiple layers and non-linear activation distinguishes the 

MLP from a linear perceptron neural network. It can distinguish data that is not linearly separable using this method. 

The term "multilayer perceptron" doesn't refer to a single perceptron that has multiple layers. It instead contains many 

perceptrons that are organized into layers of networks. An alternative is "multilayer perceptron network". MLP 

perceptrons are not basically perceptrons in the strictest possible sense as we know that true perceptrons are formally a 

special case of artificial neurons that are used as threshold activation function mainly a Heaviside step function. MLP 

perceptrons can employ arbitrary activation functions to it. A true perceptron performs binary classification. The MLP 
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neuron is free to either perform classification or regression which is depending upon its activation function to perform 

the task. The term "multilayer perceptron" defines the presence of multiple layers which can be composed of arbitrarily 

defined artificial neurons, and not specifically perceptrons. This interpretation avoids the loosening of the definition of 

"perceptron" to means of an artificial neuron in general. 

 
Fig.4 

 

D. Conventional Neural Network(CNN) 

     A convolution neural network (CNN) is a deep neural network, employed for analyzing and classification of images 

mostly due to its good performance with respect to that domain. CNN’s are regularized versions of multilayer 

perceptrons. They usually refer to fully connected networks, that is, each neuron in one layer is connected to all 

neurons present in the next layer. The "fully-connectedness" of these networks makes them suitable for over-fitted 

data. Typical ways of regularization include adding some form of magnitude measurement of weights to the loss 

function present in it. CNN takes a different approach toward regularization. They take advantage of the hierarchical 

pattern in data and later on assemble more complex patterns using smaller and simpler patterns in it. On the scale of 

connectedness and complexity, CNN is on the lower extremes on the scale. They are also known as a shift-invariant or 

space invariant artificial neural networks following their shared-weights architecture and translation invariance 

characteristics of its nature. These neural networks were inspired by biological processes in which the connectivity 

pattern between neurons resembles the organization of the animal variant visual cortexes present in them. Individual 

cortical neurons respond to stimuli only in a restricted region of the visual field which is also commonly known as the 

receptive field. These fields of different neurons partially overlap only to the extent that they cover the entire visual 

field which is being utilized. CNN’s normally perform relatively lesser pre-processing as in comparison with other 

image classification algorithms used. This means that the network learns the filters which are used in traditional 

algorithms that were basically hand-engineered. This independence from prior knowledge and human effort in feature 

design is a major advantage which is mostly observed. They have various applications over the years in image and 

video recognition, recommender systems, image classification, medical image analysis, and natural language 

processing. 

 
Fig.5 

E. Long Short Term Memory(LSTM) 

     Long short-term memory (LSTM) is a modification made to the recurrent neural network (RNN) architecture which 

unlike standard feed-forward neural networks, it contains a feedback connection similar to recursive neural networks 

without the problem of vanish descent. It cannot only process single data points (such as images) but at the same time 

also entire sequences of data (such as speech or video) which is mostly the major requirement. For example, it is 

applicable to tasks such as unsegmented, connected handwriting recognition or speech recognition in everyday use. A 

common LSTM unit is composed of basically a cell, an input gate, an output gate and a forget gate used in it. The cell 

remembers values over arbitrary time intervals and then the three gates regulate the flow of information into the cell 

and out of the cell. LSTM networks are mostly used in classifying, processing and predicting time series data as there 

can be lags of unknown duration between important events in a time series of any frame. LSTMs were developed in 

areas to deal with the exploding and vanishing gradient problems that can be encountered when training traditional 

RNNs mostly. Relative insensitivity to gap length is a major advantage of LSTM over RNNs. 
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Fig.6 

 

V. RESULT 

Using IMDB dataset on the methods mentioned above the accuracy achieved is given below:- 

1. SVM 

 
Achieved accuracy: 50.85% 

 

2. LR 

 
Achieved accuracy: 49.61% 

 

3. MLP 

 
Achieved accuracy: 86.89% 

 

 

4. CNN 

 
Achieved accuracy: 86.82% 

 

5. LSTM 

 
Achieved accuracy: 82% 

 

Achieved Accuracy In Tabular Format: 

Neural Network SVM LR MLP CNN LSTM 

Accuracy 50.85% 49.61% 86.89% 86.82% 82% 

 

 

VI. CONCLUSION 

The aim of this paper is to provide results that deep neural networks are able to provide better accuracy and adaptability with 

the increase in the dataset. Support Vector Machine (SVM), Logistic Regression (LR) was able to deliver with a large dataset. Thus 

the accuracy obtained was only 50% which is not adequate. However, with the help of deep neural nets like MLP, CNN and LSTM 

we were able to get an accuracy of 80% and above. This is because deep neural networks are able to learn better with large training 

dataset and the accuracy also subsequently increases. 
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