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Abstract : In this paper, McEliece cryptosystem and its digital signature schemes using various significant codes are reviewed. 

McEliece cryptographic algorithm is very fast using Goppa codes which was considered to be secure against several quantum attacks 

but, the major drawback is its large public key size. Therefore, to reduce the size of public key many improvements are made and is still 

in process without compromising with its security. The paper provides several modifications and developments done in the field of 

McEliece cryptosystem. Also focus on the digital signature schemes in the code-based cryptography.  

  

Index terms: Code-based cryptography, McEliece cryptosystem, Algebraic codes, Goppa code. 

 

I. INTRODUCTION 
 

In the field of information or data security, the word “cryptography", “cryptanalysis", and “cryptology" have different meanings. 

Cryptology is a mathematical encoding and decoding techniques for ensuring the secrecy and authenticity of information or data. It has 

two main branches, one is cryptography and other is cryptanalysis. A technique is required to design a kind of system which produces 

unique information or data that cannot be understood by any person, except the intended recipient. This technique is called 

“cryptography" and the method of doing this process is called “cryptosystem". Cryptanalysis is an investigation process for unintended 

recipient of disguised information or data that attempting to remove the disguise and understand the information. The successful 

cryptanalysis is sometimes called “breaking" or “cipher cracking". The term “Cryptology" includes cryptography, cryptanalysis and 

interaction between them. 

 

When system is used by two parties to exchange information, the undisguised information is called Plaintext, and the disguised 

information is called cipher-text. The process of converting plaintext to cipher-text is called Encryption. After receiving a cipher-text, 

the recipient must removes the disguise information. The conversion of cipher-text to plaintext is called Decryption. For effective 

encryption and decryption of the message, two parties must have to share knowledge of secret key. Encryption schemes are divided into 

two parts “Symmetric" and “Asymmetric". Symmetric encryption scheme permits two parties to communicate information securely but 

they need to agree beforehand. In this scheme, identical key is used for encryption and decryption. Asymmetric encryption uses two 

keys to encrypt a plain text. Secret keys are exchanged over the Internet or a large network. It ensures that malicious persons do not 

misuse the keys. It is important to note that with a secret key anyone can decrypt the message and this is why asymmetrical encryption 

uses two different keys to boosting security. A public key is made freely available to anyone who might want to send a message. The 

second private key is kept secret so that receiver can only know. A message which is encrypted by using a public key can only be 

decrypted by using a private key. While a message encrypted by using a private key can be decrypted using a public key. Security of 

the public key is not required because it is publicly available and can be passed over the Internet. Asymmetric key has better power in 

ensuring the security of information transmitted during communication. Asymmetrical encryption scheme is also known as public key 

cryptography, which is a new method, as compared to symmetric encryption scheme. The first modern Asymmetric cryptographic 

scheme became introduced within the groundbreaking work of Diffie and Hellman [19]. They vaticinated the desires of a global-huge 

spanning network which is known as the Internet, a place where communication between strangers occurs continuously. They suggested 

DH cryptosystem, based on a mathematical problem referred as the discrete logarithm problem. Merkle-Hellman cryptosystem [43] is 

a public key cryptosystem obtained from knapsack problem. However it is broken and is not current in use. At the same time Rivest, 

Shamir, and Adleman created the RSA cryptosystem [43], is still remain unbroken and is one of the mostly used cryptosystem nowadays. 

The RSA cryptosystem is based on multiplication and factoring; multiplying number is simple - even large one, however factorization 

of a number is extremely hard. After that, Shor [53] developed an algorithm that includes exceptional trait, which efficiently works with 

integers. There is only one drawback: to run it, one wants a quantum computer. The Concept of quantum computers, initiated by Manin 

[39] and Feynman [23] in 1980's. It takes advantage of quantum mechanics, which allows the quantum computer to function 

simultaneous computation over a massive scale. Quantum computer efficiently performs issues of number theory and different 

logarithmic problems. The series of overwhelming discoveries lead researches between a modern direction i.e. Post-quantum 

cryptography. Code-based cryptography is one among the candidates of post quantum cryptography. It is related to the coding theory 

and based on linear codes.  
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The theoretical and practical aspects of code based cryptography are briefly explained in this review paper. As it was claimed that the 

quantum algorithms would break all of the public key cryptosystems. Thus, some alternative public key cryptosystems are introduced, 

which have been proven to be safe against the various quantum attacks. Code-based cryptography is related to coding theory and is 

based on Linear codes. In 1978, first code-based cryptosystem is presented by McEliece [40], which totally depends on the error 

correcting code. This cryptosystem uses irreducible Goppa Code as a private key and random generator matrix which is randomly 

permuted form of that code. The block diagram for a coding system is shown in fig. 1. 

 

 
 

 Figure 1. Block Diagram of coding system 

 

Sender encrypts the information or message and transmit it through a coding channel. Cipher-text is a code word obtained by adding 

some errors to the plain-text so that only receiver having the private key will decrypt it by removing the added errors. This process of 

error-detection and error-correction is done using codes which have the capability of correcting errors. The McEliece cryptosystem is 

still considered to be secured based on some parameters against quantum attacks. In this chapter we will first recall the facts on Algebraic 

Coding theory to introduce linear codes, Hamming codes, generator matrix, parity check matrix and their properties. Next we discuss 

the McEliece Encryption algorithm with its advantages and disadvantages. 

 

II. ALGEBRAIC CODING THEORY 

 

 Error-Correcting Code 

 

        In coding theory, the mathematical strategy used for protecting data/ information over noisy communication channel is Error 

Correcting code. The fundamental idea behind this concept is used by the sender to encrypt the plain-text by adding some 

error/redundancy to it. The receiver will then correct the errors if it was altered by anyone other than sender during transmission and 

recover the original message. Error-correcting codes is categorized into Block code and convolutional code which is explained in fig 2. 

 

Linear Code 

 

         Linear codes is one of the most important families of error-correcting codes. A (n, k) code, where n and k are length and dimension 

of a linear subspace C respectively over the vector space 𝐹𝑞
𝑛, where 𝐹𝑞

𝑛 is the finite field with q elements is called Linear Code. 

 

Examples of linear block codes are Cyclic codes, Perfect codes and Low Density Parity Check (LDPC) Codes. 

 

 Hamming Distance 

 

        The hamming distance is known as the number of different bit locations. Consider two vectors a = (𝑎1,   .  .  .  , 𝑎𝑛) and b = 

(𝑏1,   .  .  .  , 𝑏𝑛 ) in n dimensional vector space over the field a = (𝑎1,   .  .  .  , 𝑎𝑛), the Hamming distance d (a, b) is defined as: 

 

                                                           d ( a, b )= | { 𝑎𝑖 : 𝑎𝑖  ≠ 𝑏𝑖; 𝑎𝑖  𝜖 𝑎,  𝑏𝑖  𝜖 𝑏 }|                               (1) 
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Let us consider two code-words a and b of length 4 each. Therefore, Hamming Distance denoted by d (a, b) is the amount of bits that 

vary in both the code word. Example: a = 1100 and b = 0101; here two bits in its location are different, so d (a, b) =2. The minimum 

hamming distance is known as the smallest hamming distance between any two different code-word combinations. 

 

Hamming Code 

 

Hamming codes are (n, k) codes having the following properties: 

 

 n = 2𝑞 − 1,  q = number of parity bits (n - k). 

 k = 2𝑞 − 𝑞 − 1,  k = number of information bits. 

 q ≥ 3, i.e minimum number of parity bit is 3. 

 

 Hamming Weight 

 

        The number of elements in code word which are non-zero is called Hamming weight. Consider two vectors a = (𝑎1,   .  .  .  , 𝑎𝑛) 

and b = (𝑏1,   .  .  .  , 𝑏𝑛 ) in n dimensional vector space over the field a = (𝑎1,   .  .  .  , 𝑎𝑛), the Hamming distance d (a, b) is defined as: 

 

                                                              w(a) =  | { 𝑎𝑖 : 𝑎𝑖  ≠ 0; 𝑎𝑖  𝜖 𝑎,}|                                               (2) 

 

 Generator Matrix 

 

      A generator matrix in coding theory is a matrix whose rows forms the basis for a linear code. The code-words are all arranged 

linearly in the rows of this matrix. 

 

The general form of the generator matrix is defined as 

 

G = [𝐼𝑘  | 𝑃]; 

 

where,  𝐼𝑘 denotes the k × k identity matrix and P denotes the k × (n – k) matrix. 

 

The code word is given by matrix multiplication modulo 2 of row matrix corresponding to message M and G i.e. code word = M.G. 

 

 

 Cyclic Codes 

 

         An (n, k) block code is defined as cyclic code is it obeys the cyclic shift properties. For a code word c = (𝑐1,   .  .  .  , 𝑐𝑛) from C, 

the word ( 𝑐𝑚,  𝑐1,   .  .  .  , 𝑐𝑛−1)) is obtained by a cyclic right shift of components is again a code word. 

  

 

III. Literature Review 

 

There are many works pertaining to the secure information and that have been carried out. Some of the important works have been 

surveyed and cited here. Our study is based on the codes used in McEliece cryptosystem and a brief review of the related work is being 

presented. 

 

The classical McEliece Encryption scheme was proposed by R. J. McEliece [40] in 1978, using Binary Goppa code which seems 

quite secure while at the same time permitting extremely rapid information rates. This type of cryptosystem is perfect for the use in a 

multi-user communication network, such as those predicted by Nasa for the distribution of space acquired data. After that in 1986, 

Niederreter [45] presented a cryptosystem which involves public key with fewer bits and yields a higher information rate than Chor- 

Rivest cryptosystem. The design of this cryptosystem was based on Algebraic coding theory. An algorithm for computing the minimum 

weight of large error-correcting codes was given by Leon in 1988. Then in the next year stern proposed a method for finding code-words 

of small weight and an observation was focused on the security of McEliece public key cryptosystem by Lee. In 1992, Sidelnilkov et al. 

[54] presented an attack against [40], [45] and suggested a method of finding the unknown matrices H and A which determines the 

matrix B in O(s4 + sN) arithmetical operations in 𝐹𝑞. By this method, the insecurity of such public-key cryptosystems is demonstrated. 

Again in 1994, Sidelnikov et al. [55] proposed an improvement of [40] and [45] cryptosystem and provided some evidence that this 

improvement enhanced the cryptosystem security. Also they studied the complexity of cracking the original as well as the improved 

encryption scheme and conclude that considering code-based cryptosystem, especially the improved one, possesses for N greater equal 

to 1024 a high security. After two years in 1996, Janwa et al. [31] looked at significant variants of McEliece encryption scheme with 

use of new and larger class of q-ary Algebraic Geometric i.e. A-G goppa codes. In 1998, Sendrier [53] focused on the problem of finding 
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a concatenated structure in linear code C given by its generating matrix and also they had shown that it is possible to recover codes. In 

2000, Loidreau et al. [39] presented a modification of the McEliece cryptographic scheme which strengthens the security of cryptosystem 

without increasing the public key size by using some properties of the automorphism groups of the codes to build decodable patterns of 

large weight errors. Again in 2000, Canteaut et al. [3] presented an attack against [40] which actually consists of a new probabilistic 

algorithm for finding minimum-weight words in any large linear code. In 2005 Berger et al. [8] showed how to strengthen public key 

cryptography against known attacks, together with reduction of the public key with using some properties of sub codes to mask the 

structure of codes and proposed some new parameters with public key size of less than 4000 bits. Moreover in 2007, Minder et al. [43] 

presented a structural attack against the Sidelnikov cryptosystem. The attack creates private key from public key. Its running time is 

sub-exponential and is effective if the parameters of the Reed Muller code allow for efficient sampling of minimum weight code word. 

Its main application is an attack of the McEliece cryptographic scheme based on A-G codes defined on curves of small genus. 

 

         In the year 2008, Baldi et al. [5] adopted a class of quasi-cyclic low-density parity check codes that allow to overcome the main 

limitations of the original McEliece cryptosystem based on Goppa codes, that have large key size and low transmission rate. The codes 

are designed by using a new algorithm based on Random Difference Families that permits to construct very large sets of equivalent 

codes. An extensive cryptanalysis was developed to verify the security level achievable through a selected choice of the system 

parameters. They extended an implementation of the McEliece cryptographic scheme based on QC-LDPC codes to deal with the main 

drawbacks of its original version that had been discovered to be dangerous attacks. Few modifications was done by Baldi et al. in the 

next year. In 2009,  a method was discussed to reduce the size of public key by constructing Quasi-cyclic codes over 𝐹2
8.  Cryptanalysis 

of variants of McEliece cryptosystem based on Quasi Cyclic codes was given in 2010. In the same year, Wieschebrink et al. [64] 

presented a new structural attack on the McEliece / Niederreiter public key cryptosystem based on sub codes of generalized Reed 

Solomon codes proposed by Berger and Loidreau. It allows the reconstruction of the private key for almost all practical parameter 

choices in polynomial time with high probability. Then in 2012, Sendrier et al. [43] proposed two McEliece cryptosystem variants: one 

from Moderate Density Parity-Check (MDPC) codes and another from quasi-cyclic MDPC codes. These variant reduces all processes 

(key-generation, encryption and decryption) to very low-complexity operations. That same year a new version of McElece public key 

encryption scheme based on convolutional codes are introduced. This construction uses a large part of randomly generated parity checks 

which makes structural attack more complex. After two year Coureur et al. [19] presented a polynomial time attack on the McEliece 

public key encryption scheme based on A-G codes. As compared to previous attacks, they allow to recover a decoding algorithm for the 

public key even for codes from high genus curves. After that in 2014, Illantheral et al. [29] introduced a new class of hexi codes namely 

“hexi polynomial codes”, “hexi Rank Distance codes”, “hexi Maximum Rank Distance codes”, “hexi Goppa codes” and “hexi wild 

Goppa codes”. With the help of these codes, a variant of McEliece cryptosystem known as hexi McEliece public key cryptosystem was 

created. This newly created cryptosystem has lesser time complexity and better error correcting capacity which make it more feasible 

to use. In the same year, Ilantheral et al. [37] also proposed the chained hexi codes (CHC) signature scheme. The major advantage of 

the proposed scheme is the decrease in the size of public key and also a good decrease in the signature size. Due to the small size of the 

public key, the decoding, signing and verification can be done faster. 

 

In the year 2014, Shrestha et al. [20] studied a candidate of post-quantum cryptography, a new version of McEliece cryptosystem 

based on polar codes. Again in the same year Hooshmand et al. [8] introduced a public key scheme based on polar codes to improve the 

performance of McEliece cryptosystem. Their proposed scheme had a number of advantages such as a higher transmission rate (R = 

0.85) and a smaller private as well as public key size (MPB = 65.19 kbytes, MPR = 2.75 kbytes) compared with the original McEliece 

cryptosystem. 

 

In 2015, Bardet et al. [15] presented a key-recovery attack given by Shrestha et al. [20] that makes it possible to recover a description 

of the structure of the polar code which provides all the information/data required for decrypting any message. Again in 2015, Wang et 

al. [65] presented some techniques for designing general random linear code based public encryption schemes using linear codes. They 

had shown that their schemes are secure against existing attacks on linear codes based encryption schemes. Recently in 2016, Moufek 

et al. [15] introduced a new variant of the McEliece cryptographic scheme based on QC-LDPC and QC-MDPC codes. A modified self-

shrinking generator was used to obtain random bits to construct the generator matrix. Their system was shown to be secure against 

known structural and decoding attacks. Dragoi et al. [23] presented an attack on the modified McEliece cryptographic scheme which 

was recently proposed by Moufek, Guenda and Aaro Gulliver in 2017. The attack is entirely based on finding the structure of the LDPC 

code, regardless of the nature of the second code. As a consequence, their result can be applied even if the MDPC code is replaced by 

another code. 

 

IV.  McEliece Public Key Encryption Algorithm  

 

One of the essential code-based cryptography cryptosystem is McEliece Public Key Cryptosystem [40]. Professor Robert J. McEliece 

proposed it in 1978 with very dedicated work on Code-based cryptography. It was the first system to use the randomization method in 

its encryption. The methodology is totally based on the difficulty of a linear code decoding, which implies it is NP-hard (Non-Polynomial 

Deterministic Time Hard) problem. The McEliece public key cryptosystem's private key is a binary Goppa code in the original algorithm, 

and the private key can also be drawn in any class of alternative code variants. However, such a choice might not search the desired 

security as Goppa codes. 
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Key Setup 

Generally, McEliece cryptosystem consists of the following algorithms: 

1. A Probabilistic Key Generation Algorithm 

 

A Probabilistic Key Generation Algorithm designed to produce a public and private key for further operation. The Public 

Key is a dynamically chosen Generator matrix. The private key is binary irreducible Goppa code. The code word gained by 

inserting any error to the initial plain-text message via a noisy channel is called Cipher-text. The only one who has private 

key's knowledge can eliminate all of the errors from the cipher text and release the original message. 

 

 System Parameters: 

 

Select a binary (n, k) linear code C which is capable of correcting t errors, where t ≤ n. 

 

 Key Generation 

 

The above linear code has an effective decoding method and can produce the following matrices: 

 

G: k × n generator matrix of code C having minimum distance d ≥ 2t + 1. 

S: k × k randomly chosen binary non-singular matrix. 

P: n × n randomly chosen permutation matrix. 

 

           After generating all the matrices compute k × n matrix denoted by Gpub by algebraic multiplication of generator matrix G, non-

singular matrix S and permutation matrix P as 

Gpub= S G P 

 

  Public Key: (Gpub, t) 

  Private Key: (S, G, P). 

 

2. A Probabilistic Encryption Algorithm 

If the sender wants to transmit a message M ϵ k to any user with a public key (Gpub, t). Then, in the initial step, the sender must 

encode the message M as a binary string of k length. The sender must produce z ϵ 𝐹𝑛 vector of length n and weight t randomly 

and then compute cipher-text 𝐶𝑡  as follows: 

                                𝐶𝑡  =M Gpub + z 

 

3. A Probabilistic Encryption Algorithm 

 

After receiving cipher-text 𝐶𝑡 , the receiver will perform the following steps to decode the message. 

 

 First compute the inverse of P i.e. 𝑃−1. 

Then compute 

𝐶𝑜𝑑𝑒𝑡   = 𝐶𝑡  

                                              = (M Gpub + z) 𝑃−1  

             = M Gpub𝑃−1 + z𝑃−1 

 

            = MSGP𝑃−1 + z𝑃−1 

            

            = MSG + z𝑃−1 

Then applying the decoding algorithm for G which can correct upto t errors. Also the word MSG is at a hamming distance of t from 

G𝑃−1. 
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Thus the correct code word is obtained as Message = MS 

Now on multiplying the inverse of S i.e. 𝑆−1, we get 

                                        Message 𝑆−1 = MS𝑆−1 

                                        Message  𝑆−1 = M 

which is the plain-text (original message). 

 

Security Parameter 

The parameter for McEliece cryptosystem is [n; k; d], where n is code length, k is dimension and d is the hamming distance of weight 

t. 

                              k = n – mt 

Robert J. McEliece suggested the use of binary (p=2) Goppa codes with m = 10, n = 1024 and t = 50.  

After McEliece cryptosystem, Niederreiter cryptosystem [45] based on algebraic coding theory was introduced by Niederreiter in 1986. 

Many researchers have tried to reduce the size of public key by using other significant codes. 

 

V. Decoding Problem 

 

In this section, we will discuss about the assumptions on which the security of code-based cryptography depends. 

 

Assumption I: Decoding a random linear code is a difficult problem. 

 

Assumption II: The Generator matrix of a Goppa code looks random. 

 

 

1. General Decoding Problem: 

 

Given an [n; k] code C over 𝐹𝑞, an integer 𝑡0 and a vector c ∈ 𝐹𝑞
𝑛, find a code word x ∈  C with d(x ; c) ≤ 𝑡0. 

 

2.  The Syndrome Decoding (SD) Problem 

 

        Given a (n - k) × n binary matrix H, a (n-k) syndrome S over the field 𝐹2 and a non-negative integer w ∈ Z  as the weight. The 

issue with the decision, faces the following question; Does there exists an error pattern e ∈ 𝐹2 of weight 𝑤𝐻(e) at most w such that 

e𝐻𝑇  = S ? and is considered to be NP-complete. While the computational problem is to find vector 𝐹2which is considered to be NP-

Hard. 

The syndrome decoding problem was proven to be NP-Complete by Berlekamp, McEliece and Tilbarg [9] in the year 1978 and in 

1997 by Barg [6] for codes over all finite fields. 

 

3. The Bounded-Distance decoding (BDD) problem 

 

Given a (n - k) × n binary matrix H, a (n-k) syndrome S over the field 𝐹2 and a non-negative integer w ∈ Z  as the weight. Here the 

computational problem is to find vector e ∈ 𝐹2of weight 𝑤𝐻(e) at most 
𝑑−1

2
 such that e𝐻𝑇  = S. This problem is not NP- Complete 

problem, however it is conjectured to be NP- Hard by Barg [6]. 

 

4. The Goppa Parameterized Syndrome Decoding 

 

  Given a binary matrix H of size (n - k) × n with k = n – mt and n = 2m where t is the correction capability, a syndrome S over the 

field 𝐹2. In this case the computational problem is to find vector e of n-dimension over 𝐹2 having weight 𝑤𝐻(e) ≤ 
𝑛−𝑘

2
  such that e𝐻𝑇  

= S. 
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5. Goppa Code Distinguishing (GCD) problem 

 

The GCD problem depends on our second assumption that there exist no efficient distinguisher for Goppa code that it is Pseudo-

random. Given an r × n matrix G, decide whether G ∈ 𝐾𝐺𝑜𝑝𝑝𝑎, where 𝐾𝐺𝑜𝑝𝑝𝑎= all generator matrices of a [n; k]-binary Goppa code. 

In 2013, Faugre - Gauthier - Umaa - Otmani - Perret - Tillich [22] showed that high rate binary Goppa codes can be distinguished 

from random linear codes. However it does not work at 

 

 8 errors for n = 1024 (where McEliece used 50 errors) 

  20 errors for n = 8192 (a variant of classic McEliece) 

 

shown by Loidreau and Sendrier in [36] known to be best attack depends on support splitting algorithm which have exponential times. 

Therefore, one should be careful while choosing the parameters in code-based cryptography; it is possible to use codes that do not 

have high code. 

 

 

VI. Various Family of Codes 

 
 

1.  Goppa Code 

 

The Binary Goppa Code is the best known code in the field of mathematics and computer science. It is a code which corrects 

errors which belongs to the general Goppa code class. Valerii Denisovich Goppa initially introduced the concept of Goppa 

code. Its binary form was ideal for using the benefit of Goppa code in computers and telecommunications. In McEliece's public 

key cryptography and related cryptosystems, Binary Goppa codes play an important part. Goppa is also known as Algebraic 

Geometric Code AG codes. 

 

A Binary Goppa code is defined by a polynomial g(x) of degree t over a finite field GF(2𝑚) and a sequence L of n distinct 

elements from GF(2𝑚). 
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code defined by tuple (g, L) has minimum distance 2t + 1 errors, thus it can correct t = 
(2𝑡+1)

2
 errors in a word of size n - mt 

using code words of size n. 

 

The parity check matrix H can be of the form 

 

H = V D 

 

 
where, V is the Vandremonde matrix and D is the diagonal matrix. Decoding of binary Goppa code is generally done by 

Patterson decoding algorithm. 

 

2. GRS Code 

 

GRS code is an important class of code which are strongly related to the class of Goppa codes used by McEliece to 

define his cryptosystem. In the year 1992, Sidelnikov and Shestakov [54] and Niederretier cryptosystem [45]. The author 

suggested a method of finding the unknown matrices which reveals the private key in polynomial run time. Even though, the 

result doesn't affect the security of the original McEliece cryptosystem. 

A GRS code of length n is defined by two vectors a, z ∈  𝐹𝑞
𝑛, where 𝑎𝑖 ≠  𝑎𝑗 for i  ≠ j  and all 𝑧𝑖 = 0. The canonical check   

matrix of the GRS code is of the form 

 

This subfield F subcode of a generalized reed-solomon codes is called an Alternate Code, having dimension k ≥ n - mt. In [8] 

Berger and Loidreau presented an article to mask the structure of codes for a cryptographic use. This was attacked by 

Weischebrink [64]. 

 

3.  Reed-Muller codes 

 

In 1954, Reed-Muller codes are found by Muller and provided by Reed with a decoding algorithm. In the area of 

cryptography Sidelnikov [55] introduced the Reed-Muller code. His key idea is to use a Reed-Muller method to reduce the 

Goppa code from the McEliece Cryptographic Algorithm. The modifications of [40] and [45] were made in [5].In 2007, Minder 

[43] presented a structural attack against the Sidelnikov. Then in 2013, Chizlove et al.  presents the failure of McEliece public 

key scheme based on Reed-Muller codes. 

 

4. Quasi Cyclic- Low Density Parity Check Codes (QC-LDPC) 

 

Quasi-Cyclic LDPC codes are called as reputable structured type LDPC codes. This code was first studied by Townsend 

and Welson , and it is defined as linear block code with dimension k = p𝑙0 having the following properties: 

 

i. A series of p blocks of  𝑙0 symbols will formed by 𝑘0 information symbols defined by 𝑟0 = 𝑙0 -  𝑘0  rebundancy 

symbols and 
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ii. Another valid code word is formed by cyclic shift of each code word by 𝑙0 symbols. 

 

 

 

VII.  Security of the McEliece Cryptosystem 

 

The security of the McEliece cryptosystem generally based on the two types of attack; one is Structural Attack and another one 

is Decoding Attack. Let us discuss about them in short. 

 

1. Structural Attack 

 

The attack where Oscar aims to have the secret key G from the public key Gpub and then decipher the message is called 

Structural Attack. In other words, the structural attack exploits the structure of the underlying code. If such an attempt by an 

Oscar is successful, then the private key, the generator matrix is revealed in polynomial time and the cryptosystem would be 

broken. In the past, most of the structural attacks against code-based cryptosystem have targeted specific classes of codes. 

Shestakov and Sidelnikov [54] presented a successful attack using generalized Reed-solomon codes. Overbeck presented an 

attack against rank-metric code [49]. 

 

2.  Decoding Attack 

 

Decoding attack involves an attempt to decipher the message that is encrypted. In other terms the Oscar may try to decipher 

the encrypted message in the form of cipher-text, without understanding the meaning of the Goppa code. This form of attack is 

often referred to as Direct attack. 

 

Information Set Decoding 

 

Lee and Brickel [33] were the first to use it for analyzing McEliece Public key cryptography protection. After that Leon and 

Stern [35] proposed some further changes. The fig.3 represents the appropriate weight profile for progress. 

 

 
Figure. 3 Decoding 

 

The latest evolution of Information set decoding was presented in 2011 by Berstein, Lange and peters with the name Ball 

Collision Decoding [11]. 

 

The Canteaut-Chabaud Decoding Algorithm 

 

Another well-known decoding algorithm was developed by Canteaut and Chabaud [13] and is a Stern algorithm with a further 

enhancement as Van Tiburg [61] consists of changing only one aspect of the information set at each iteration. 
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           Generalized Birthday Problem 

 

One of the fastest attack on the FSB hash function and the [17] CFS scheme relies on the [62] approach from Wagner. The 

approach requires very wide collections. The original McEliece cryptosystem based on Goppa codes of length 1024 are resistant 

against several decoding attacks [33], [61], [15], etc. 

 

 

VIII. Code-Based Digital Signature Scheme 

Within this section the digital signature systems are explored with brief explanation on code-based cryptography. from [1] it is 

obvious that it is not possible to hash a text through decodable syndrome. However, it is possible to hash onto the space of all syndromes: 

the document hash is not always decodable. In the last twenty years several code-based signature systems have been suggested. The first 

approach was attributed to the Wang [65] in 1990 that relies on the complexity of factoring broad matrices and the properties of error-

correction codes. This approach was cryptanalysed in 1992 by Harn and Wang [26] and a version of Wang [65] was also introduced. In 

1993 a signature scheme was implemented by Alabbadi and Wicker [1] focused on linear error correction of block codes. Yet 

unfortunately that was cryptanalyzed in the same year by Stern [58]. Subsequently, many signature systems were planned to solve these 

issue 

1.  Kabatianskii et al. Scheme 

 

The KKS Signature scheme named after Kabatianskii, Krouk and Smeets [30] proposed a digital signature scheme 

based on arbitrary linear error-correcting codes. They introduce four KKS-Signature Scheme variants: KKS-1, KKS- 2, KKS-

3, KKS-4. In 2007, however, Cayrel et al. [14] proposed that, by utilizing few signatures, an intruder would easily identify the 

private key. Otmani and Tillich [47] now carried out a successful attack on all practical KKS ideas in 2011 and destroyed the 

scheme. 

 

2.  Stern's Identification Scheme 

 

In 1993, the identification scheme [57] of Stern was introduced which was related to the cryptosystem of the 

Niederreiter. In this scheme, Hpub will be a publicly known matrix of (n-k) × n for all users. Therefore, a user's private key 

would be word e of low-weight term w, which sums up the public key to eH = S syndrome. 

 

3.  CFS Signature Scheme 

 

One of the most famous signature scheme which was still considered to be secure is CFS Signature scheme. The 

scheme was introduced by Courtois, Finiaz and Sendrier [17]. The CFS signature scheme uses the concept of Goppa code. For 

a given integer n and t, binary Goppa code with length n = 2m, dimension k = n-mt, and capacity for error correction t. The 

basic principle of using the signature scheme for CFS is to hash the message, randomize it to bit length r, until the result is 

decryptable cipher-text. The signer then uses his private key to compute the associated error-vector along with the current 

value, this error vector will act as a signature. 

 

Such other signature scheme with additional properties on code-based cryptography are Ring Signature Scheme [66], Threshold Ring 

Signature Scheme [41], Blind Signature scheme [16] and Identity-based Signature scheme [27]. 

 

IX. CONFERENCE 

 

The main contribution of this review paper is find the merit and demerits of McEliece cryptosystem. The paper also concludes the 

relative comparison of several modification or improvements and developments of algorithms for reducing the size of public key.  

Encryption algorithm for McEliece Encryption scheme are reviewed.  Study of various significant codes for McEliece cryptosystem are 

done.  The security and attacks are also discussed regarding different codes. Small devices like USB tokens, PDAs and mobile phones 

are nowadays able to even use McEliece PKC for an increased storage space. We hope McEliece PKC might be used over the next few 

decades, even though there is no quantum machine. Code-based encryption provides a better encryption and decryption, which helps 

raising the loss of batteries on mobile systems from cryptographic applications. The fact that a full network can be constructed from it 

is another fascinating property of code-based encryption. 
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