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Abstract :  The classification of multichannel uterine magnetomyography signals attempted using discrete wavelet transform and 

genetic algorithm. The uterine magnetomyographic signals analyzed in this research for the detection of term labor. The MMG 

signals of Physionet mmgdb database decomposed with six level discrete wavelet transform. The features extracted are energy, 

waveform length, standard deviation, entropy and variance from the discrete wavelet transform coefficients. Significant features 

selected using genetic algorithm. The features are fed to different classifiers for the labor assessment. The performance of classifier 

calculated by using different mother wavelets. The support vector machine classifier trained with GA selected features is good for 

classifying the pregnancy and labor with an accuracy of 95.9425%. The experimental results obtained will be helpful in term labor 

monitoring. 

Index Terms - Discrete wavelet transform, Labor prediction, Uterine magnetomyography, Genetic Algorithm (GA) 

I. INTRODUCTION 

The labor prediction is the most difficult and important problem in both normal and premature pregnancies. The difficulties 

aroused at the labor onset will lead to the risk of infants and mothers. A better understanding of parturition process could help in 

reducing these difficulties. The myometrium transition from non-labor to labor state can be observed by the uterine 

magnetomyography signals. The SARA (SQUID Array for Reproductive Assessment) system used to record uterine contractions 

during the labor [1]. The substantial increase in myometrium physiological activity can be observed 48 hours prior to the active labor 

[2]. The Hilbert-Wavelet duo can be used to find out the parameters that can extract and characterize the uterine contractions [3-7]. 

The literature available for uterine MMG signals had the focus on quantifying the uterine contractions. The works on labor 

diagnosis employed uterine EMG (electro myography)/EHG (electrohysterography) signals in most of the cases. The prediction of 

labor achieved through the classification of term and preterm records in [8]. The wavelet transform features used to train the artificial 

neural network for classifying EHG signals [9]. Diab et al. [10] employed unsupervised classification method for detecting preterm 

deliveries. The advanced neural network used by Fergus et al. [11] is better for classifying the TPEHGDB database comprises of 

term and preterm records. Moreover, the wavelet features of EMG/EHG signals used for labor prediction unlike the wavelet features 

of MMG signals [3-7]. In our previous studies, the features used for classification purpose only [12-15]. 

The classifier performance improved with the relevant features that are selected from a pool of features. Feature selection is used 

as a preprocessing step prior to the actual classification. The main aim of it is to remove feature redundancy and identify features 

relevance. Mutual information (statistical dependency) between features and features and their actual classes used for feature 

selection [16]. Genetic algorithm is one such type of algorithm (evolutionary) for feature selection [17]. The discrete wavelet 

transform (for feature extraction) and genetic algorithm (for feature selection) are adapted for this study on MMG signals. 

The Physionet mmgdb database is a publicly available database from which twenty four signals used for this work. First the 

signals were divided into two groups depends on their time prior to delivery (labor and pregnancy). Six level decomposition 

performed on these signals using discrete wavelet transform. The transform coefficients further used to emulate the features i.e. 

variance, standard deviation, waveform length, energy per waveform length and entropy from each level. Different mother wavelets 

(sym5, sym8, db4, db8 and coif5) used for the decomposition. The number of features for classification can be reduced by selecting 

only the relevant features. Feature section technique (genetic algorithm) used as the feature subset selection method that can be 

applied to choose the best subsets for labor assessment. The selected features then applied to four different classifiers for classifying 

labor and pregnancy signals. 

II. MATERIALS AND METHODS 

2.1 Data Acquisition and Preprocessing 

Physionet mmgdb database is a publicly available database for uterine magnetomyography signals [18]. The signals were recorded 

using SARA (SQUID Array for Reproductive Assessment) system at University of Arkansas for Medical Sciences, Little Rock, USA 

[7]. The MMG records digitized (250Hz) and sampled with 32 Hz frequency. Band pass filtering (0.1-1 Hz) applied and the signals 

are further processed with notch filter (0.25-0.35 Hz). These are mandatory for removing maternal and fetal cardiac signals and 

suppressing maternal breathing from the actual signals. Each record lasts between 10-20 minutes and contains multichannel signals. 

Based on the assumption that the uterine activity increases 48 hours prior to the delivery [2], the twenty four records divided into two 

groups [19] (before 48 hours- labor and after 48 hours- pregnancy). 
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2.2 Feature Extraction 

The main aim of feature extraction step is to process the raw signals for getting informative parameters which are used at 

classification step instead of the original data. This is the mandatory and decisive process in medical diagnosis as the parameters can 
facilitate human interpretations at emergency situation. Wavelet transforms can analyze the data in the time - frequency domain. 

Discrete Wavelets Transform (DWT) is defined as the filter banks that can process the bio-medical signals for numerous applications 

[20]. The MMG signal filtered (low-pass then high-pass) to get low frequency components (approximate coefficients) and high 

frequency components (detailed coefficients). The approximate coefficients further processed (up to required level) as detailed and 

approximation coefficients. The decomposition using DWT up to six levels illustrated in figure 1. The ith level approximate and 

detailed coefficients are labelled as cAi and cDi. Most of the studies on MMG detect uterine contractions (locations, duration and 

their peak values) by applying DWT. In this work, DWT applied to each channel to decompose the signal up to six levels. The DWT 

coefficients further used to emulate the features i.e. variance, standard deviation, waveform length, energy per waveform length and 

entropy from each level. We chose the wavelets for this research have the history in classifying physiological signals [15]. 

 
Figure 1. Discrete wavelet transform tree with six decomposition levels 

2.3 Genetic Algorithm 

The Genetic Algorithm (GA) is the most efficient method of feature selection based on the Darwin theory survival of the fittest 

[17]. It imitates the natural evolution by modelling a dynamic population of solutions for a given problem. The members of the 

population are called as chromosomes, used to encode the features. Each chromosome leads to a model that can be built by using 

these encoded features. The training data is used to quantify the criterion function which is served as the fitness function. During the 
evolution process, crossover and mutation operations are performed on the chromosomes. The algorithm allows survival and 

reproduction of fittest chromosomes, so that the criterion function minimized/maximized efficiently in next generations. This process 

stops when the maximum number of generations are reached or the desired fitness value is achieved. 

The feature selection using GA influenced by many factors. The crossover and mutation parameters should be chosen carefully 

to prevent early convergence to homogeneous population occupying a local minimum. The success of GA also depend on the choice 

of initial population. So care should be taken while choosing the crossover and mutation probabilities that will be suitable for the 

specific application. Mutual Information between features and labels measures whether the features are dependent on their class 

labels or not. The mutual information as defined in [16] used as fitness function for the present work. 

2.4 Classification 

The Naïve-Bayes (NB) used in different applications (medical diagnosis, spam mail filtering and weather prediction) and is based 

on Bayes theorem. KNN classifier with Mahalanobis distance metric (k=5) used in the present work. Support vector machine (SVM) 

classifier with RBF kernel in our present work. The artificial neural networks (ANNs) used to predict the pre-term labor by classifying 

the uterine contractions. The weights and bias values of our neural network are update by using scaled conjugate gradient 

backpropagation function. Supervised classification employed in this work and the feature space is manually divided as 2/3 of feature 

space (16 recordings) for train set and the remaining for test set (8 recordings). To predict term delivery, the classifiers capability was 

tested by the classification of labor and pregnant signals. 

III. RESULTS AND DISCUSSION 

The performance metrics for the validation are accuracy, precision and false positive rate. These are derived from the true 

positives, true negatives, false positives and false negatives as illustrated in Table 1. 

From the Table 1, Accuracy can be defined as the proportion of both labor and pregnancy signals that are correctly classified. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 ∗ 100% (1) 

Precision gives the ratio of labor signals that are identified from both types of signals. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 ∗ 100% (2) 

False positive rate (FPrate) measures the misclassified labor signals to the total number of signals that are not predicted as belongs 

to labor class. 

𝐹𝑃𝑟𝑎𝑡𝑒 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 ∗ 100% (3) 
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Table 1. Confusion matrix of the labor and pregnancy classes 
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The features that are extracted using different wavelets db4, db8, sym5, sym8 and coif5 are selected using the GA technique. 

These features are fed to the classifiers Naïve-Bayes, ANN, KNN and SVM classifiers and the classification results are recorded in 

the table 2. 

Table 2. The classification results (in %) for the features selected using Genetic Algorithm 

Wavelet Classifier Accuracy Precision FPrate 

 
 

Sym8 

ANN 56.2130 57.6061 42.3939 

NB 55.3677 55.8049 44.1951 

KNN 89.1801 89.1869 10.8131 

SVM 94.3364 94.9088 10.1824 

 
 

Sym5 

ANN 49.5351 49.5312 50.4688 

NB 49.5351 49.4886 50.5114 

KNN 90.6171 90.6224 09.3776 

SVM 92.8149 93.7130 12.5740 

 
 

Db8 

ANN 53.5080 53.5265 46.4735 

NB 54.0997 54.2267 45.7733 

KNN 88.9265 89.1160 10.8840 

SVM 89.2646 91.1560 17.6880 

 

 
Db4 

ANN 56.7202 57.0572 42.9428 

NB 50.4649 50.4975 49.5025 

KNN 87.7430 87.9644 12.0356 

SVM 94.5055 95.0457 09.9085 

 
 

Coif5 

ANN 58.1572 58.3875 41.6125 

NB 53.5926 54.2229 45.7771 

KNN 91.0397 91.0476 08.9524 

SVM 95.9425 96.2441 07.5117 

It can be observed from the table 2, the SVM classifier on GA selected features performed better compared to other classifiers. 

The SVM has the highest and lowest accuracy values for coif5 (95.9425%) and db8 features (89.2646%) respectively. The highest 

discrimination accuracy achieved again for coif5 features i.e. 91.0397% and lowest achieved for db4 features (87.7430%) in case of 

KNN classifier. The highest accuracies for ANN and Naïve-Bayes (NB) are very low (58.1572% for coif5 and 55.3677% for sym8 

respectively) which resembles their inability in classifying the labor and pregnancy signals. The precision of SVM classifier is most 

among all classifiers similar to accuracies. The higher precision for SVM classifier observed for coif5 wavelet (96.2441%) closely 

followed by db4 wavelet (95.0457%). The highest and lowest precision values achieved for KNN classifier in case of coif5 and db4 
wavelets with 91.0476% and 87.9644% respectively. The lower FP rates achieved by SVM classifier across all wavelets except db8 

and sym5 features. Here the KNN classifier outperformed SVM classifier well with smaller FPrates. 

Table 3 depicts the classifiers accuracies for Naïve-Bayes, ANN, KNN and SVM classifiers compared with two techniques. 
Columns represents the direct classification of features (DWT) [15], and the technique employed for features selection GA 

(DWT+GA). All the accuracy values are compared for different wavelets db4, db8, sym5, sym8 and coif5. 

For sym8 wavelet, the accuracy increased from 80% with direct classification to 89.1801% using GA technique in case of KNN 
classifier. The SVM achieved direct classification accuracy of 84.2857% and improved with DWT+GA technique to 94.3364%. In 

case of sym5 wavelet, the accuracy increased using the DWT+GA selected features for KNN (72.5% to 90.6171%) and SVM 

classifiers (85% to 92.8149%). When the features are extracted using db4 wavelet, the KNN and SVM classifiers performance 

improved with the feature selection technique. The performance of classifiers improved for db8 and coif5 features with the DWT+GA 

technique. Moreover, the SVM classifier wins the race with 95.9425% for coif5 features selected using GA. Since the conditional 

independence does not hold for MMG signals, the NB and ANN classifiers performance did not improved with the selected features 

also. 
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Table 3. The classification accuracy (%) for the features classified directly and selected using genetic algorithm 

Wavelet Classifier DWT DWT+  GA 

 
 

Sym8 

ANN 54.2857 56.2130 

NB 55.7143 55.3677 

KNN 80.0000 89.1801 

SVM 84.2857 94.3364 

 
 

Sym5 

ANN 42.1429 49.5351 

NB 48.5714 49.5351 

KNN 72.5000 90.6171 

SVM 85.0000 92.8149 

 
 

Db8 

ANN 46.0714 53.5080 

NB 53.5714 54.0997 

KNN 71.4286 88.9265 

SVM 77.1429 89.2646 

 
 

Db4 

ANN 46.4286 56.7202 

NB 51.4286 50.4649 

KNN 74.6429 87.7430 

SVM 78.5714 94.5055 

 

 
Coif5 

ANN 52.8571 58.1572 

NB 52.8571 53.5926 

KNN 76.7857 91.0397 

SVM 82.1429 95.9425 

The KNN classifier shows greater improvement (13.6% on average) than its counterpart (here SVM with 12% on average) in 

accuracy for DWT+GA feature selection technique. The SVM classifier has the highest discrimination accuracy (95.9425%) when 

the coif5 features are selected using the GA technique closely followed by db4 and sym8 features. To conclude, the GA is one suitable 

feature selection technique for the feature selection. 

The selection of mother wavelet plays an important role for the feature extraction stage. The classifier performance improved by 

the suitable wavelet and illustrated in the figure 2. The line chart in figure 2 resembles the SVM classifier accuracy for different 

wavelets against DWT and DWT+GA techniques. The direct classification of sym5 features (85%) had the higher accuracy while 

the DWT+GA technique had that for coif5 features (95.9425%). It can be noted from the figure 2 that the SVM classifier has the 

higher accuracy of 85% for the sym5 wavelet in DWT method. The improvement in accuracy for sym8 and db8 features is 

approximately equal while the db4 performance improved a lot with the feature selection technique (17.4%). The feature selection 

with GA helped in improving the classifier accuracy, as evident from the figure and the coif5 features had the highest accuracy of 

95.9425%. 

 
Figure 2. Accuracy values of SVM classifier for different wavelets 

The impact of feature selection technique on classifier performance is illustrated in figure 3. 

 

Figure 3. The comparision of classifier accuracies for DWT and DWT+GA techniques 
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Figure 3 represents the classifiers accuracy for coif5 wavelet. It can be observed from the figure that classifier performance 

imporved with the GA technique. The improvement is very less in case of NB classifier. The KNN and SVM classifier performance 

improved at the same rate using the genetic algorithm. The classification of term/preterm EHG signals yields reasonable accuracies 
for [8-10], though these works studied on uterine contractions only. Fergus et al. [11] examined the entire EHG signal and extract the 

wavelet features. Hassan et al. [21] analysed the term delivery records, similar to the present work to differentiate term labor and 

term non labor groups. The whole MMG signal considered in this work to extract the DWT features. The relevant features are selected 

by using genetic algorithm to discriminate the labor and pregnancy groups. The accuracy achieved for DWT+GA technique is 

95.9425% using coif5 features by SVM classifier. The experimental results may provide a fundamental method for classifying the 

pregnancy and labor signals and the labor prediction. 

IV. CONCLUSION 

The work is aimed to reduce the features that extracted from the Physionet (mmgdb database) MMG signals. Six level DWT and 

genetic algorithm used for this purpose. The classification results of direct method are compared with the ones obtained by using the 

selected features of genetic algorithm. The conclusion drawn from the results is that KNN classifier shows highest increment (13.6% 

on average) in classification performance where the SVM classifier has the highest discrimination accuracy (95.9425%) when the 

features are selected using the GA technique. In future, the authors wanted to test the present methods on a larger MMG database. 
Further, the features are optimized using swarm intelligent techniques. It will enable the authors to use most robust and relevant cross-

validation techniques than the present simple technique. In future, empirical mode decomposition features and the features related to 

the synchronization and propagation of uterine contractile activity, will be included. 
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