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Abstract : Social media plays a significant role in explore opinions and emotions of the users based on the day-to-day 

activities. The data mining techniques for social media data analysis and emotion mining based analysis are ranging from 

unsupervised to semi supervised and supervised learning methods. Mining of social network data about user's opinion and 

emotion is necessary to understand the user's behaviour and mentality. This research work proposed hybrid data mining approach 

using K-Means clustering and Naive Bayes classification techniques to analyse the emotions in the tweets. In the reprocessing 

phase, K-Means clustering process performed in the tweet emotion data set using Euclidean distance as distance function. The 

clustered data classified in the classification phase using Naïve Bayes classifier with 10 fold cross validation. Emotion type and 

cluster attributes used as the class variables to classify the clustered tweet emotion data. The experimental result shows Naïve 

Bayes classification in cluster data produces higher accuracy than the classification of tweet emotion data set without clustering. 
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I. INTRODUCTION 

Data mining is considered as the process of extracting significant patterns from a given database and it always act as a 

valuable tool for converting data into usable information. Data mining classification and clustering techniques can be used in 

the variety of areas like marketing field, banking sector, educational research, surveillance, telecommunications fraud 

detection, and scientific discovery. The social media data mining is one of these domains in which the primary concern is the 

evaluation and, in turn, enhancement of social media related services based on social media domain. 

Basically data mining is a five-step process. It consists of Identifying the information source, selection of data points that are 

need to be analyse, extraction of patterns from the data, identify the key information from the extracted patterns or results and 

finally interpreting and reporting the results. 

Data mining is one among the steps of Knowledge Discovery in Databases (KDD) process.  KDD is a multi-step process that 

includes selection of data and pre-processing, transformation of the data, clustering and classification, extraction of patterns 

and knowledge discovery for conversion of data to useful information. Data mining used to extract the patterns from the 

transformed data in KDD.  

 
Fig.1. KDD Process 

 

 

1.1. SOCIAL MEDIA DATA ANALYSIS 

Social media is an internet based communication tool that empowers people to share information. To understand better 

the term social media, social indicates associating with people and spending time in order to develop their relationships whereas 

media indicates tool for communication such as internet, TV, radio, newspaper so on, here our focus is internet. Social media is 

stated as an electronic platform for socializing people. Some example of social media sites are Facebook, Twitter, YouTube, 

LinkedIn, Digg etc. Initially people involved in social media to associate with their friends and lost friends, gradually they 

improved to the status of updating and consuming any information on social media, these led to vast generation of user data 

which could be further processed for future development. 

Social network portal allows the users to interact with others through post comments, text messages, images and videos. 

Nodes and Links are used to represent data in the social media’s data graph. Nodes denote entities like friends, relatives, etc., and 

links denotes the relationship among the users.  

 
Fig.2. Links and nodes in social media 
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1.2. DATA MINING TECHNIQUES 

The data mining techniques for social media analysis are generally classified in the categories of link analysis, change 

and deviation detection, sequential pattern mining, tracking patterns, classification, association, outlier detection, clustering, 

regression and prediction.During the past few years, social media has seen tremendous growth in the user’s count. For example, 

there are more than 336 million active members belonging to the Twitter network. Generally social media can be classified into 

social networking web sites, social book marking sites, video sharing portals, photo sharing portals, Wikis, Blogs and Micro blogs 

and Reviews and Ratings based community sites. Twitter is a one of the example for micro blogs.For the social media analysis, 

three types of learning models are used for classification; they are supervised learning model, semi-supervised learning model and 

unsupervised learning model. Sentiment analysis in used for opinion mining process in the social media data like tweets. It helps 

to analyse and monitor the social phenomena to determine the mood and mind-set of the users. Most of the social media contents 

are available in the form of unstructured data. Sentiment analysis performs pre-processing, extraction of sentiments from the 

tweets, classify the extracted sentiments based on sentiments and subjectivity like emotion type and summarization of the 

opinions in the tweets. In the pre-processing phase, removes the symbols, numbers and stop words, replace the emotions with 

their sentiments, remove the non-English words and expand the acronyms.The sentiment analysis performed data set is taken to 

this research from the github data set repository portal and perform the clustering and classification process to analyse the 

performance based on the emotion type.In this research work, K-Means clustering is used to cluster the tweet_emotion data set 

and Naïve Bayes classifier is used to classify the clustered data based on the emotion types. Clustering and classification process 

in the tweet_emotion data set are to be explained in third chapter. 

II. EXISTING WORKS 

The existing works reveals that the sentiment analysis and opinion mining based process in unstructured data from the 

social media plays vital role to identify the behaviour of the user. Most of the approaches deals with extraction of features from 

the tweets or posts in the social media wall and perform the sentiment analysis. But emotion based classifications are not 

performed in the existing research works. This research work focus the emotion type based classification and Cluster based 

classification process performed in the tweet emotion data set using Naïve Bayes classifier and analyse the performance of the 

hybrid data mining approach using performance measures. 

III. DATA MINING IN SOCIAL MEDIA DATA USING CLASSIFICATION 

Social media based data mining refers to extracting or "mining" knowledge from large amounts of  unstructured social 

media data set using text mining. Currently, the tweet based data are stored in the tweet_emotion   excel file in the format CSV, 

these data set contain the useful information to cluster and classify the emotions.  In this work, the K-Means used to cluster the 

data in the pre-processing phase and Clustering and Naïve Bayes classifiers is used to classify the data based on the cluster and 

also sentiment. The following figure 3.1 represents working methodology in the tweet_emotion dataset based on the framework. 

The work methodology begins with problem definition, data collection from github and data pre-processing that includes group 

the data into 13 clusters, classify the data set based on sentiment and also cluster using Naïve Bayes classifier, analyse the 

performance and discovering knowledge. 

Fig. 3.1 Data mining work methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1.1. DATA COLLECTION 

The data set used in this study is obtained from repository web site github.com. Collected data set consists of 39985 

instances with tweet id, sentiment, author and content posted by author attributes. 

Collected data set consists of contextual meaning of the tweets posted by the author based on the subjective meaning 

extracted from the source content. Emotion type is the subjective meaning of the content. Anger, boredom, empty, enthusiasm, 

fun, happiness, hate, love, neutral, relief, sadness, surprise and worry are the sentiment category based on the content posted by 

the author. 

 Total size of the data set is 39985 with 4 attributes. Collected all details are stored in Comma Separated value file format 

(.CSV).  It is used to cluster and classify the data based on the sentiment and cluster using K-means clustering and Naïve Bayes 

classification techniques. 

Problem Statement 

Tweets based Data Collection  

Social Media Data 

set  

Data Pre-processing  

K-Means Cluster  

Naïve Bayes Classifier 

Performance Analysis 

Knowledge Representation 
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Fig.3.2. Collected Sentiment Analyse Data set 

 

3.1.2. PREPROCESSING AND DATA SELECTION 

3.1.2.1. PREPROCESSING 

Tweet ID, Author, Content and Sentiment are the attributes of the data set with 39985 instances.  In the initial phase of 

the pre-processing, single quote, double quote and ASCII characters and symbols are removed from the content attribute data. 

After removing the unwanted characters, data set is passed to the simple K-Means algorithm to cluster the data. 

K-Means clustering process performed in the tweet emotion data set using Euclidean distance as distance function and 

K-means++ as initialised method. The total 39985 instanced are grouped under 13 clusters. 

 

 

 

  

 

 

K-Means clustering is added by using the Add Cluster from the attribute in unsupervised category in Weka.  

K-means Clustering Method: 
In this twitter_emotion dataset,  K-means algorithm can be executed in the following steps: 

 Partition of objects into 13 non-empty subsets based on the selection of objects using K-Means++ selection 

 Identifying the cluster centroids (mean point) of the current 13 non-empty subsets. 

 Assigning each point in these subject to a specific cluster 

 Compute the distances using Euclidian distance from each point in the subset and allot points to the cluster one among 

13 clusters based on nearby points for the centroid. 

 After re-allotting the points from the subsets, find the centroid of the new 13 clusters are formed. 

 

3.1.2.2. DATA SELECTION 

 After completion of clustering process in the pre-processing phase, the clustered data set is selected for the classification 

and knowledge discovery process. The pre-processed data set consists of 13 clusters in the tweet emotion data set. 

K-Means clustering is one of the simplest and accurate unsupervised machine learning technique. Similar data objects 

are grouped together and dissimilar data objects fall under another group in the k-means clustering. 

3.1.3. NAÏVE BAYES CLASSIFICATION 

Naïve Bayes classifier estimates the class conditional probability by assuming that the attributes are conditionally 

independent, given the class label y.   

Naïve Bayes Classification Method: 

 Scan the clustered tweet emotion dataset 

 Calculate the probability of each attribute value based on cluster / sentiment.  [n, n_c, m, p] 

 Apply the formulae P(attribute value(ai)/subject value vj)=(n_c + mp)/(n+m)  

 Multiply the probabilities by p  

 Compare the values and classify the attribute values to one of the predefined set of class such as Sentiment or 

cluster. Both are used as the nominal class variable to classify the tweet_emotion data set. 

The clustered Tweeter_emotion  data set is classified using Naïve Bayes classifier with 10 cross fold validation based on the 

sentiment and also cluster as nominal class variables. 

Naive Bayes in each cluster 

 Calculates the prior probability for the target attribute in the tweet_emotion data set 

 Calculate the conditional probability for the remaining attributes attribute in the tweet_emotion data set 
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CROSS FOLD VALIDATION 
In this methodology, 10 Cross fold validation is used to measure the stability of the performance of the Naive Bayes with 

K-Means model in the tweet emotion data set. The sensitivity, specificity and accuracy are calculated in the tweet emotion data 

based on classification. These are calculated by the values of Positive, Negative, True Positive and True Negative values. 

Sensitivity = True Positive / Positive,  Specificity =True Negative / negative 

Accuracy =(True Positive + True Negative) / (Positive + Negative) 

 

IV. RESULTS AND DISCUSSION 

4.1 COMPARISION OF TIME TAKEN TO BUILD THE MODEL 

Table 4.1. Time taken to build the model in tweet_emotion data set 

Method Nominal Variable Time Taken 

Naïve Bayes Sentiment 0.06 Seconds 

K-Means Clustering with 

Naïve Bayes 

Sentiment 0.03 Seconds 

K-Means Clustering with 

Naïve Bayes 

Cluster 0.08 Seconds 

 

The above table reveals that the Naïve Bayes classifier in clustered data takes least time to build the model with 0.03 

seconds for Sentiment as nominal variable and its takes highest time to build the model with 0.08 seconds for cluster as nominal 

variable. 

Chart 4.1. Time Taken to Build Model in tweet emotion data 

 
 

4.2. COMPARISON OF NAÏVE BAYES CLASSIFIER BASED ON CORRECTLY CLASSIFIED INSTANCES 

Table 4.2. Correctly classified instances in tweet_emotion data 

Method Nominal Variable Correctly classified 

Instances 

Percentage 

Naïve Bayes Sentiment 10659 26.6575 

K-Means Clustering with Naïve 

Bayes 

Sentiment 33616 84.0715 

K-Means Clustering with Naïve 

Bayes 

Cluster 38555 96.4237 

The above table reveals that the out of 39985 instances, 10659 instances are correctly classified by the Naïve Bayes on 

tweet_emotion data, 33616 instances are correctly classified by the Naïve Bayes on clustered tweet_emtion data for sentiment as 

nominal variable and 38555 instances are correctly classified for cluster as nominal variable. 

Naïve Bayes in clustered tweet-emotion data using cluster as nominal class variable produced highest accuracy (96.42%) 

and produce 84.97 % accuracy for sentiment as class variable. Naïve Bayes Classifier produced 26.66% accuracy in the 

classification of tweet_emotion data set. It shows that the hybrid classification produces highest accuracy. 
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Chart 4.2. Correctly classified instances in tweet emotion data 

 
4.3. COMPARISION OF TP AND FP RATE 

Table 4.3. TP and FP rate of the classifiers in tweet_emotion data 

Method Nominal 

Variable 

True Positive 

Rate 

False Positive 

Rate 

Naïve Bayes Sentiment 0.267 0.152 

K-Means Clustering with 

Naïve Bayes 

Sentiment 0.841 0.020 

K-Means Clustering with 

Naïve Bayes 

Cluster 0.964 0.003 

 The above table shows that the K-Means with Naïve Bayes classifier on cluster class in the tweet emotion data set have 

highest value (0.964)  and it produces very low FP rate (0.003). and the same classifier on sentiment class produces 0.841 as TP 

Rate and 0.020 as FP Rate. The naïve bayes classifier in the tweet emotion data produces very low TP rate (0.267) and high FP 

rate(0.152).  

Table 4.3. TP and FP rate of the classifiers in tweet_emotion data 

 
 

4.4. COMPARISION OF F-MEASURE VALUES 

Table 4.4. F-Measure value on tweet_emotion data 

Method Nominal Variable F-Measure 

Naïve Bayes Sentiment 0.267 

K-Means Clustering with Naïve Bayes Sentiment 0.808 

K-Means Clustering with Naïve Bayes Cluster 0.964 

 

 The above table reveals that the class variable cluster based classification using Naïve Bayes with K-Means clustering 

produces highest f-measure value as 0.964 and followed by sentiment class variable as 0.808. The naïve bayes classifier produces 

very least f-measure value (0.267). 
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Chart 4.4. F-Measure value on tweet_emotion data 

 
 

  

V. CONCLUSION AND FUTURE ENHANCEMENTS 

In the text mining process, classification for sentiment analysis plays important role. Many researchers have been  

applying different data mining classification and clustering techniques in the tweets to analyse opinion, emotion, popularity and 

trend analysis. 

Naive Bayes is one of the successful data mining classification technique used in the social media data analysis to 

classify the emotions in the tweet contents, posted messages in the Facebook wall, etc., 

This research work investigates integrating K-means clustering with naive bayes in the tweet emotion data classification. 

This work investigates the performance of the naive bayes classification technique with and also without k-means clustering in 

the tweet emotion data set. 

The result shows that the Naive Bayes classification in the pre-processed using K-Means tweet emotion data set 

produces higher accuracy than the classification of tweet emotion data set without clustering. 

The best accuracy achieved is Naive Bayes classify the clustered tweet emotion data set using cluster as class variable 

than sentiment as class variable. This work is to be extended with classification of other social media contents and opinion mining 

for product reviews.  
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