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ABSTRACT  

Cloud computing is a standard for conveying, arranging and getting access to substantial scale disseminated computing 

applications over the system. In cloud computing, fault tolerance is a drastic issue and one of the metric which consider being 
most critical because the resource failure affects work execution, response time, throughput and execution of framework and 

system. To overcome this fault tolerance the load is divided among free machines for the fulfilment of the job. Reliability and 

energy efficiency are also the two key difficulties in cloud computing systems (CCS) that need to be considered while handling 

with cloud. The current review articles are either centered on the energy efficiency and reliability systems techniques in cloud 

computing. This paper also reveals the key issues of reliability and energy efficiency and their exchange off in cloud computing. 

We also talk about the arrangements on resource allocation, adaptation to non-critical failure techniques and energy 

administration components in cloud systems. In addition, different difficulties and research gaps in exchange off amongst 

reliability and energy efficiency are distinguished for future research and improvements. 
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1. INTRODUCTION 

Today cloud computing is utilises everywhere where virtualization is used in information and 

communication technology (ICT). The basic favourable position of cloud computing is rising as another 

computing worldview which expects to give solid, low costs, high accessibility, adaptability and flexibility 

for end-clients. Many research issues are completely tended to in cloud, for example, Fault tolerance, 

security, and so on. Fault tolerance is a vital key issue in cloud computing and it is worried about every one 

of the methods important to empower a framework to endure programming faults staying in the framework 

after its advancement. The fault tolerance method empowers dependability and robustness in cloud 

computing. The advantages of fault tolerance in cloud computing incorporate failure recovery bring down 

cost, enhanced execution measurements and so on. 

In cloud computing the resources are accessed remotely sometimes which creates faults during that 

process. To correct the faulty components fault tolerance methods are used and correct them. Due to its 

remote access there are lots of chances of errors so to achieve reliability in real time cloud computing. 

Fault tolerance is achieved by error processing having two constituent phases. These phases are “effective 

error processes” i.e. before the occurrence of error and “latent error processing” means error will not occur 

again.  Fault tolerance is one of the key issues among all. It is worried about every one of the strategies 

important to empower a framework to endure programming faults staying in the framework after its 

improvement [1]. At the point when a fault happens, these procedures give components to the product 

framework to avoid framework disappointment event [2]. 

 

In cloud situations, a few sorts of virtual machines are facilitated on an indistinguishable physical server 

from foundation [3]. In cloud, customers should pay according to utilization and does not pay for the 

unused resources. We have three kinds of cloud conditions: Public, Private, and Hybrid clouds [4]. Public 

cloud is standard model which suppliers make a few assets.  
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Public cloud administrations might be free or not. In the open clouds which they are running applications 

remotely by vast specialist co-ops and offer a few advantages over private clouds [5]. Private Cloud 

includes interior administrations of a business that isn't accessible for conventional individuals. Basically 

Private clouds are a promoting term for an engineering that gives facilitated administrations to specific 

gathering of individuals behind a firewall [6].  Likewise, Hybrid cloud is the combination of private and 

public cloud. In this compose, cloud supplier has an administration that has private cloud part which just 

opens by guaranteed staff and shielded by firewalls from outside getting to and an open cloud condition 

which outer clients can access to it [7]. There are three noteworthy sorts of administration in the cloud 

condition: SaaS, PaaS, and laaS. In cloud, like each proposed innovation, there are a few issues which 

included it and one of them is Restricted Access System(RAS) factor [8]. For having great and superior, 

cloud supplier must meet a few administration highlights to guarantee enhancing RAS (Restricted Access 

System) parameters of its administration, for example,  

1. Accessibility administration  

2. Access control administration  

3. Vulnerability and issue administration 

4.  Patch and setup administration  

5. countermeasure  

6. Cloud framework utilizing and get to checking 

2. FAULT TOLERANCE IN CLOUD COMPUTING 

Fault tolerance includes to right and consistent operation even within the sight of faulty segments. It is 

the craftsmanship and exploration of building computing frameworks that keep on operating agreeably 

within the sight of faults. A fault tolerant framework might have the capacity to endure at least one 

fault composes including-transient, irregular or changeless equipment faults, programming and plan 

mistakes, administrator problem or physical damage. In ongoing cloud applications, preparing on 

computing hubs is done remotely which has a high likelihood of event of mistakes. These occasions 

increment the requirement for fault tolerance systems to accomplish unwavering quality for the 

ongoing computing on cloud framework. 

Faults, Errors and Failures along with Relationship among them 

Faults are abnormal external situations causing deviation from actual results. Deviation from actual result if 

persistent causes errors. In case, error last for longer period of time then it results in failure [19]. Broadly 

faults are categorised into recoverable and unrecoverable faults. Recoverable faults allow the recovery and 

normal operation to be reinitiated. Unrecoverable faults are those that stops the execution of the application 

program such as virtualization problem in cloud and they are irreversible faults. Regardless of types of 

fault, frequency of occurrence of faults effect performance of cloud [20]. 
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2.1 TYPES OF FAULTS 

 

 

 

 

 

 

 

 

 

 

 Maskable Faults 

Maskable faults initiates due to temporary or transient situations occurring within the cloud [21]. These 

faults allow the reversible condition to be established which can be used to restore the system to its initial 

state [22]. Maskable faults are categorized as under: 

1. Electricity problems in Data centres  

Electricity problems in Data centres could be caused by equipments through which electrons are being 

transmitted. The transformers used in data center machines for step up or step down the voltage could 

cause the problem also. The phase down could lead to over or under flow of electricity causing damages to 

the electronic equipment [23].  

2. Overheating of virtual machines 

Overheating could be caused due to the resistance present within the medium used to generate virtual 

machines within cloud. In case resistance increases due to carbon over the medium of transfer, overheating 

is the result. Data will be transferred at much slower rate than normal in such situations [24].  

3. User Errors 

User errors could be due to wrong interaction of hardware with other hardware equipments used in cloud. 

This interaction of hardware with other hardware resources could result in disintegrated results [25].   

 Non Maskable Faults 

These faults occur due to the problems that persist and situation cannot be rectified. The node crash is an 

example of this fault. This fault is also known as fail stop fault. Restarting the node could be the solution of 

this fault but it causes loss of state and entire operation performed by the node required to be restarted [26].   

1. Byzantine or Arbitrary Failures 

This type of fault is caused due to cloud server misbehaviour. The cloud server in this case may send 

different responses to same query by different users of the cloud. The reliability of cloud is at stake 

considering such failures [9].  

Faults 
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 Authentication 

Problems 

 Performance Failures 
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2. Authentication Problems 

The cloud server in this situation may identify the problems that are caused by unauthorised user but 

cannot stop the operation performed by the unauthorised users. Cloud host data from millions of users but 

trust will be lost by the application of such problem [27].  

3. Performance failures  

This problem is caused due to timing of delivery of service. The server in this situation is producing correct 

result but it is not delivered to the user on time. It is either delivered early or late to the user. Performance 

degradation greatly affects the QoS of the cloud [28]. 

4. Omission Fault 

 In this case services by the cloud server is infinite late. In other words services are not delivered at all to 

the user. Service level agreement although bound both user as well as cloud service provider but cloud user 

will pay even though they are not getting the services of the cloud in this case. Trust level degrades due to 

this problem [29]. 

 

 

2.2 FAULT TOLERANCE TECHNIQUES IN CLOUD COMPUTING 

To increase the performance and reliability of cloud it is required to manage the faults occurring during job 

processing. For this purpose some fault tolerance techniques can be used.  
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 CHECKPOINTING  

1. Coordinated checkpointing:  

It utilises the technique of message passing and process checkpointing that design the rollback recovery 

system frameworks at the concurrent application level associated with cloud. The target of this 

convention is to assemble a consistent flowed depiction of the appropriated system [30]. A flowed 

review is an accumulation of process checkpoints (one for each technique), and a social event of in-

flight messages [31]. [32, 33]. 

2. Uncoordinated checkpointing: 

The problem corresponding to the checkpoint failure recovery is solved using uncoordinated checkpointing 

strategy proposed by [32, 34]. The enhanced reliability is achieved using the uncoordinated checkpointing 

strategy as discussed by  [16, 35, and 36]. To lessen the common costs of encouraged checkpointing, 

uncoordinated checkpointing conventions have in this way been handled within virtual machines. On the 

fault free bit of the execution, the crucial idea is to clear the co-arrangement of checkpointing, 

concentrating on a decreasing of the I/O weight when checkpoints are secured on shared space within 

cloud, and the diminishment of deferrals or extended framework utilize while arranging the enrolment, 

uncoordinated conventions go for obliging the restart of a unimportant game plan of strategies when a 

failure happens [37, 38 and 39]. Uncoordinated checkpointing provides following features: 

 It allows each process having maximum autonomy for deciding when to consider checkpointing. 

 Recovery is based on the selection of recovery server which is accomplished using recovery line. 

 To determine a consistent global checkpoint during recovery each process records the dependencies 

among their checkpoints during fail free operation. 

 Uncoordinated checkpointing is not useful to reconstruct a consistent global state. 

 

3. Processes checkpointing: The target of process checkpointing in cloud computing is to spare the 

current state of a strategy. In current High Performance Computing applications, a procedure 

involves various customer level or system level strings, making it a concurrent application without 

any other person. Process checkpointing systems for by and large use a locking strategy named 

coarse grain to prevent rapidly the execution of the impressive number of strings of the method, 

giving them an overall point of view of its present state, and decreasing the issue of sparing the 

methodology state to a progressive issue [40, 41]. Processes checkpointing provides following 

features: 

 In this checkpointing coordinator takes the information of checkpoint and broadcast the message to 

all processes. 

 This checkpointing is application specific. 

 In this checkpoint every process has to be participating in every checkpoint. 
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 The main role of this checkpointing is to prevent a process from receiving application messages that 

could make the checkpoint consistent. 

 
 

4. Hybrid Checkpointing: The likelihood of Hierarchical Checkpointing is genuinely essential: 

frames are coursed in social affairs; shapes having a place with a comparative get-together for 

organizing the rollbacks, It utilized the message logging for uncoordinated checkpointing between 

get-togethers within data centers [42, 43]. Regardless, the state of a singular system depends on the 

correspondences between social affairs, yet moreover upon the coordinated efforts with various 

methods inside the get-together [37, 40]. 

 Replication 

1. Primary Backup Replication: This technique uses one copy, the basic that has an extraordinary 

impact: it gets invocations from client methodology and returns responses [47, 48]. Server x's basic 

imitation is shown prim(x); diverse duplicates are fortifications Backups work together 

straightforwardly just with the fundamental duplicate, not the client shapes within cloud computing 

[46].  

2. Active Replication: Also called the state-machine approach, this system gives all imitations a similar 

part without the concentrated control of the essential reinforcement procedure [49, 50]. Active 

replication requires non crashed reproductions to get the summons of customer forms in a similar 

request. This requires correspondence crude that fulfils the request and the atomicity properties 

presented before [50, 51].  

 Software rejuvenation  

Software rejuvenation is the component by which software component which is failed required restarting 

[52, 53]. Once in a while this fault is long lasting however generally this fault is small [54, 55]. Software 

rejuvenation is additionally arranged as under: 

1. Re-engineering 

On the off chance that software part faults forever then software segment utilized inside cloud required 

substitution. Procedure of changing or replacing the current software part of the cloud is known as Re-

engineering [10].  

2. Re-Count  

In this approach whole virtualized software important to deal with cloud requires change. The software part 

is created from scratch for this situation. Re-building is financially savvy as contrast with recreation [23, 

56].  

 Self Healing 

The VM if over-burden required relocation. After the movement VM is re-established to its underlying 

state. The way toward re-establishing VM to its unique state is known as Self Healing [16, 57].  
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 Job Migration  

This process includes exchanging VM assets to ideal VM inside or outside the extent of current datacenter. 

Such movement falls under the class of pre-emptive relocation in which inter or intra cloud movement is 

the source [58, 59]. 

 

2.3 Impact of Failures on Energy Consumption 

In literature the evaluation of various techniques for energy consumption and impact of utilization has been 

done. But it remains unclear that how the occurrence of failure will effect on energy consumption and 

reliability. So it is necessary to utilize the fault tolerance technique that reduces the failure in CCS and also 

remains optimized in terms of reliability. Also it is important to study the relationship between the failure 

and energy consumption.[60]. 

Next section explores the existing work which is done to achieve fault tolerance in cloud based system. 

 

2.4 ANALYSIS OF VARIOUS FAULT TOLERANCE TECHNIQUES AND THEIR 

APPLICATIONS  

According to researchers and companies recently study fault-tolerance techniques are divided in two 

different environments of cloud computing:  environments that are reliable and on demand based, and 

environments that are unreliable that are with spot. The fault-tolerance techniques are more required in 

unreliable environments. Our study was performed in the latter category of the environments to provide the 

cost-effectiveness of task execution. 

The unreliable environment uses Spot instance, and the main aims of the various low cost spot instances 

focus on performing tasks. The spot instances in the Amazon Elastic Compute Cloud (EC2) offer lower 

price but reduced reliability. In the spot instances environment, there are numerous studies on resource 

allocation, SLA and fault tolerance. 

Resource allocation: the main problem is to execute tasks that are pooled on intermittent VMs. This could 

be solved by using runtime estimation mechanism and the given technique achieves it [61]. It also achieves 

the user's satisfaction during scheduling and increases the supplier's income. [62]. 

 SLA:  It gives the decision model that is probabilistic based and gives minimum cost according to the 

SLA. It uses the model based on probability to ensure the optimized cost, performance and reliability. [63] 

Fault Tolerance: It utilises the check pointing schemes for considering costs and occurrence of failure. It 

execute job by assuming the transfer cost fixed. It uses three fault tolerance scheme check pointing, 

replication and migration[30]. 
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2.5 Comparative Study of Distinct Parameters is Presented in This Section 
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3. CONCLUSION 

Today cloud computing is widely used but there are still has research gap that should be addressed. 

Because of widely usability of cloud computing infrastructure the main concerns are energy efficiency, 

reliability and scalability. In this paper the analysis of various failure that has been occurred in CCS system 

and also the mechanism to handle these failure to make system reliable. It also describes the various 

methods that increase the reliability of  

CCS system along with their limitations. Because of the increase in usage of cloud services the energy 

consumption is more and design becomes complex. It also gives comprehensive review of the various 

techniques that are used for energy conservation in cloud. By analysing these technique we observed that if 

any technique is adopt for reliability in cloud computing services than it must be impact on energy usage of 

system. By utilizing various methods like backing up resource, replicate the system or storing logs fault 

must be tolerated but it may increase energy consumption. So we have concluded that the reliability and 

energy consumption are critical points thus there is need for a policy to improve them.  
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