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Abstract:  Deep Convolutional Neural Networks (CNNs) are specialized Neural Networks capable of proving state-of-the-art 

results based on various benchmarks. CNN has somewhat powerful learning ability which is achieved by using various feature 

extraction levels that can learn the structural or hierarchical representations from the data. With the exponential increase of large 

amount of data and certain improvements in the computation power of hardware’s there has been an increment in the research of 

CNN which has resulted in development of various architectures of CNN. Recent trend in developing deep CNN architectures has 

improved the performance on various computer vision related tasks based on innovations in ideas behind architectures and 

parameter optimization. Due to these various architectural designs has been explored based on different activation and loss 

functions, regularization, parameter optimization and restructuring the processing units. The latter has proved to be the major 

improvement in the representational capacity of CNN along with using block as a structural unit instead of a layer. This paper 

thus focuses on different versions of CNN architectures reported recently, covers the understanding of elementary concepts of 

CNN Components and throw some lights on application and challenged in CNNs. 

 

Index Terms – Deep Learning, Convolutional Neural Networks, VGG, AlexNet, ResNet and DenseNet. 

I. INTRODUCTION 

 

Artificial Intelligence (AI) has introduced specialized research area for Machine Learning which powers the computers to learn 

by making the relationships among the data and make decisions without being programmed explicitly. Various Machine 

Learning algorithms has been developed in order to replicate the human sensory response such as vision and speech but have 

failed to achieve their satisfactory responses [1-5]. The nature of Computer Vision and its challenges gave rise to development of 

Neural Networks (NN) [6] which replicates the Visual Cortes processing and is called Convolutional Neural Network (CNN). 

The design and architecture of Convolutional Neural Network was inspired by Hubel and Wiesel's work (1962) [7] which was 
based on visual cortex structure. CNNs has been proven to be best for understanding the content of the images and have also 

shown the state-of-the-art results on various image processing tasks such as image segmentation, image recognition, image 

detection and various image retrieval related tasks [8]. In various industries and top MNCs such as Microsoft, Google and 

Facebook have made various groups for exploring new architectures of CNN [9].  

CNN has been divided into several learning stages comprising of combination of convolutional layer, subsampling layers and 
nonlinear processing units [10]. Each layer performs several transformations using a group of several filters [6]. The operation of 

convolution involves extraction of locally co-related features by diving the image into smaller number of slices. Thus, it 

becomes capable of learning interesting features. The output produced by these convolutional layers is then assigned as an input 

to the nonlinear processing units which helps in learning abstraction and embeds non linearity in the feature space. This 

generates various patterns of activations for various responses and thus make self-capable of differentiating semantic studies in 

images. The out of these nonlinear functions is then followed up by subsampling, which makes the input invariant to distortions 

at geometrical level.  

CNN has the capability of extracting low level, mid-level and high-level features. Higher level features which are generally 

considered as abstract features are combinations of low level and mid-level features. CNN have automatic feature extraction which 

makes it reduce the use of sperate feature extractor. Hence it can learn a well internal representation from raw pixels distinctive 

processing. 

During the training phase, CNN learns by following backpropagation algorithm following, regularly changing of weights with 

respect to the input. The relevant costs function which used optimization also use backpropagation algorithm which is similar to the 

response based on human brain learning. 

 

For dealing with complex learning problems, Deep architecture has more advantage over shallow architecture. At different level 

of abstraction, the grouping of multiple linear and nonlinear processing units in a layer wise structure gives deep networks the 

power to learn complex representation. By increasing the depth, the representational capacity of CNN can be enhanced and thus 

become more useful in image classification and segmentation [11]. Along with supervised learning, deep convolutional neural 

network has ability of learning the useful representation from huge amount of un-labeled data. Transfer learning has introduced a 

next level concept where feature including both low-level and high-level CNN features can be transferred to generic recognition 

tasks [12,13]. The main advantage of CNN is automatic feature extraction, weight sharing, multi-tasking and structural learning 

[14,15]. Along with the mentioned the major contribution towards CNN architectures is that the learning process can be visualized 

in a layer wise structure. 
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There has been proposal of innovations of various architectures of CNN since 2012. The innovations have been categorized as 

regularization, parameter optimization, structural reformulation, etc. Although main improvement in CNN is mainly due to 

processing units and new block designing. Application based on CNN became more popular after the remarkable performance of 

AlexNet on ImageNet dataset [11]. Similarly, introduction of new concept on layer wise visualization of features was bought up by 

Zeiler and Fergus [16] which made the trend on extracting features on low spatial resolution using VGG [17]. Recently Google has 
introduced a popular idea of split, transform and merge which then known as Inception block. The inception block gave an idea of 

branching within a layer, which makes extraction of features at different spatial scales [18]. ResNet [19] introduces skip connection 

in 2015 became popular for training of Deep CNNs. Skip connection later on was used by various other Nets such as Inception-

ResNet [20], ResNext [21] etc. Later, the research was then routed towards improvement of architectural designs or layer structure 

of the network which resulted in various new architectural ideas such as channel boosting, information processing based on 

attention etc. in Convolutional Neural Network [22-24]. 

 

Various studies have been conducted on Deep CNNs in the last few years which has explored the basic components of CNN 

and their alternatives. The survey in [25] has reviewed various architectures and their components from 2012 to 2015. Also, 

surveys has been made on different applications of CNN [22,26]. This paper has been organized in the order as: Section 1 

introduces the underlying basics concepts of CNN and their resemblance along with their contribution in Computer Vision. Section 

2 provides an overview on CNN components. Section 3 discuss the recent and trendy innovations in CNN architectures and divides 

the CNN into various classes. Section 4 discuses the application of CNN. Section 5 discusses the challenges of CNNs. The last 

section denotes the overall conclusion.. 

 

 
Figure 1: Basic ML System [27]. 

II. BASICS OF CNN COMPONENTS 

In the present era CNN is mostly used techniques of Machine Learning especially in computer vision related tasks and has proven 
to be state-of-the-art results to ML related tasks. A Block diagram in Figure 1 has been shown. CNN is widely used in the 

extraction of features and selection stages of model due to is possession of good features as well as strong discrimination ability. 

The architecture of CNN generally covers alternate lavers of convolution followed by pooling along with one or more fully 
connected layers in the end. Sometimes Fully connected layers are replaced by global average pooling layers. Along with different 

learning stages, for optimizing the performance of CNN various units such as dropouts and batch normalization are also embedded 

[28]. The structural arrangements of CNN components play a vital role for designing architecture for getting enhanced 

performance. 

 

2.1 Convolutional Layer 

 

 It consists of sets of various convolutional Kernels where the act of kernel is performed by each neuron. Image's 

respective field are associated with these kernels. It is performed by slicing the image into small blocks which are also called as 

receptive fields and convolving them to the specifies sets of weights where multiplication of filter elements with receptive fields 

elements are done. This is represented in equation (1) [31]. 

 

 𝐹𝑙
𝑘 = (𝐼𝑥

𝑦
∗  𝐾𝑙

𝑘)      (1) 

 

𝐼𝑥
𝑦

 is input image where x,y shows spatial locality, 𝐾𝑙
𝑘 shows lth convolutional kernel of the kth layer. Slicing of image into small 

blocks helps to find the correlated values of pixels locally. Various features are extracted by sliding the convolutional filter on the 

image with the same weights. The operation of convolution is then further categorized based on padding type, filter size and type 

and convolutional direction [29]. 
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2.2 Pooling Layer 

 

 After extraction of features, the approximate position is preserved but it is less important. Down sampling or pooling like 

convolutional is interesting local operation. It adds up the same type of information about receptive field and outputs the dominant 

response within this local region [30]. This is expressed in equation (2) [31]. 

 

 𝑍𝑙 =  𝑓𝑝(𝐹𝑥,𝑦
𝑙 )       (2) 

 

Zi represent ith output feature map. 𝐹𝑥,𝑦
𝑙  shows ith input feature map where 𝑓𝑝 () defines type of operation of pooling. Operation of 

pooling helps to extract the combination of features that are invariant to small distortions and translational shifts [32,33]. Pooling 

also helps in increment of generalization by reducing the overfitting along with feature map size reduction which regulates the 

network complexity. Max, average, overlapping and L2 are some of the different types of pooling operation which are used for 

extracting translational invariant features [34,35]. 

 

2.3 Activation Function 

 

 Such function helps in a decision making and also helps in learning some complex patterns. To accelerate the learning 

process it is mandatory to select appropriate activation functions. This is defined in equation (3) [31]. 

 

 𝑇𝑙
𝑘 =  𝑓𝐴(𝐹𝑙

𝑘)       (3) 

 

𝐹𝑙
𝑘 is an output of a convolutional operation. 𝑓𝐴 () adds nonlinearity and shows the transformed output  𝑇𝑙

𝑘 for kth layer. 

Different activation functions such as tanh, sigmoid, ReLU, maxout and other variants [34,37] are used to inculcate nonlinear 

combinations of features. To overcome the vanishing gradient problem, ReLU and its variant are mostly preferred over other 

activations [37]. 

 

2.4 Batch Normalization 

 

 To overcome the problems related to internal covariance shift within feature maps, batch normalization is performed. It is 

a change in the distribution of hidden units’ values, which slows the convergence enforcing small learning rate values and need 

careful initialization of parameters. The equation (4) [31] is shows as Batch normalization for transformed feature map 𝑇𝑙
𝑘 

 

𝑁𝑙
𝑘 =  

𝑇𝑙
𝑘

𝜎2+ ∑ 𝑇𝑙
𝑘

𝑖
       (4) 

 

𝑁𝑙
𝑘 represents normalized feature map and 0sigma represents variation in feature map. It merges the distribution of feature map by 

bring them to unit variance and zero mean [38]. Along with it, it acts as a regulating factor and smoothen the gradient flow which 

ultimately improves the generalization of network by not relying on dropout. 

 

2.5 Fully Connected Layer 

 

 It is used for classification tasks at the end of the network. It takes input from the previous layer and globally analyses 

output from all previous layers [39]. It forms a nonlinear combination of selected features, which are then used for data 

classification. It is a global operation unlike pooling and convolution [40]. 

III. INNOVATION IN CNN ARCHITECTURES. 

Several modifications have been done in CNN architectures from 1989 to till date. These modifications are done based on 

regularization, parameter optimization structural reformulation etc. Based on the kind of architectural improvement CNN are 

broadly classified into seven different which are shown in Figure 2. In this paper we have covered only few architectures which are 

most widely used for computer vision related tasks. 

 

 
Figure 2: CNN Architecture based on Various Schemes [31] 
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CNN consists of huge number of parameters like neurons or number of processing units, filter size, padding, stride, learning 

rate etc. [41 42]. CNN performs better on coarse- and fine-grained level details sue to different size of filter levels of graduality 

which uses filters of small size to extract fine grained and large size coarse grained information. 

 

3.1 LeNet 

 LeNet was proposed by LeCun in 1998 [43]. It is the first CNN which showed the state-of-the-art performance on hand 

character recognition tasks. It is capable of identifying characters without being affected by rotation and variations of scale and 

position and small distortions. LeNet consists of five alternative layers of convolutional and pooling along with two fully 

connected layers and thus is a feed-forward neural network. In early system due to low computation power and speed LeNet 
exploited the basis of image that the neighboring pixels are corelated to each other and distributed on entire image. Hence 

convolution with learning parameters are effective way to get similar features at various location with few parameters. LeNet was 

the first of its CNN to reduce the number of parameters along with computation and ingeniously learned features. 

 

3.2 AlexNet 
 AlexNet [11] has been considered to be the first deep CNN architecture, which showed handy performance for image 

classification and recognition tasks. AlexNet was proposed by Krizhevesky et al [11] who powered up the learning capacity and 

making it deeper by applying some number of parameter optimization strategies. The Architectural design of AlexNet is shown in 

figure 3. AlexNet was trained with two NVIDIA GTX 580 GPUs to overcome the hardware limitations and get the benefits from 

it. In AlexNet, the extraction of feature stages was increased to 7 from 5 (LeNet) to make it more capable of diverging the 

categorization of images. Although depth improves the generalization, but the major drawback was overfitting. Later Krizhevesky 
et al explored the concepts of Hinton [44,45] in which the algorithms skip randomly some of the transformational units during the 

phase of training to enforce the algorithms to learn robust feature characteristics. To overcome the problem of vanishing gradient 

ReLU [46] was embedded as a non-saturating activation function and to improve the convergence rate. There were 

implementation of local response normalization and overlapping subsampling for improving the generalization by reducing the 

overfitting. Use of large filters such 11X11 and 5X5 was additional adjustment. AlexNet has its own importance since it has 

efficient learning approach and made various researchers to start a new phase on CNNs. 

 

 
Figure 3: AlexNet Architecture [47]. 

 

3.3 VGG 
 Simonyan and Zisserman proposed a new simple and effective architecture design for CNN which was called as VGG 

after the successful use of CNN for the purpose of image recognition. It is modular in layer patterns [17]. VGG is 19 layers deeper 

than AlexNet [11]. VGG has replaced the 11x11 filter and 5x5 filters with a 3x3 filters and proved to be the concurrent placement 

to induce the effects of huge size filter. It suggested that parallelly placing the small size filters will be equally effective as placing 

a large size filter such as 5x5 and 7x7. It gives an additional advantage of low computation complexity by reducing the 

parameters. It made the researcher to motivate and find new domain on the small size filters. VGG helps in regulating the 

complexity by using 1x1 filter between the convolution layers which also learns a linear combination of feature map produced as 

a result. For better tuning of the network, max pooling [48] is used after the convolution operation and padding is used to 

conserve the image size. VGG has proved to be effective in image classification and problems related to localization. Although 

the limitation with this architecture is high computational costs. 

 

3.4 GoogleNet 

 GoogleNet is also known as Inception V1. The main goal of this architecture is to achieve high accuracy with less 

computational power. Inception module or blocks was introduced in this architecture. It integrates multi scale convolutional 

transformation by using split, transform and merge idea of extracting the features. Figure 4 shows a block diagram of inception 

block. It incorporates block of different sizes including 1X1, 3X3, 5X5 which captures information based in spatial resolutions 

and channel information. In GoogleNet, the traditional convolutional layer was replaced by small blocks with micro Neural 

Network which was proposed by Network in Network Architecture [44]. This idea helped in solving the problems based on 

learning the diversifying variations included in the same category of different images. The focus of this architecture was to make 

the parameters of CNN more efficient. It regulates the computation by summing up the bottleneck layer using 1X1 filter of 

convolution. It uses the connection of sparse where every output channel is not connected to input channels. This was done to 

overcome the problem of information which is redundant in nature and cut the cost by neglecting channels that were not useful or 
relevant. The density of the connection was reduced by using average pooling at the last layer instead of using fully connected 

layers. GoogleNet introduced the idea of auxiliary learners to boost up the convergence rate. But the major drawback was its 

heterogeneous structure that needs to be tuned from every module. Some other limitation was that GoogleNet reduces the feature 

space which lead to the loss of useful data. 
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Figure 4: Basic Architecture of Inception Block [31]. 

 

3.5 ResNet 

 He et al [19] proposed one of the optimal methods which is called as Residual neural Network or ResNet to resolve the 

problems during the phase of training the Deep Networks. It is 152 layers deeper. Figure 5 shows a basic Residual block. It has 

less computation complexity then previous Network like AlexNet [11] and VGG [17] which is 20 and 8 times deeper 

respectively. The [19] showed the Residual Neural Network with 50,101 and 152 layers which showed more accuracy than a 

typical 34 layers plain network. It proved more efficient on popular image dataset named as COCO [49] which was 28% more 

efficient. Later on, with such a tremendous performance it became an important in various computer vision related tasks such as 
image recognition and localization. 

 

 
Figure 5: A basic Residual block [31]. 

 

3.6 ResNext 

 Also coined by the term Aggregated Residual transform network is an improvement over the type of network which is so 
called inception network [21]. A new term called cardinality was coined based on the idea of split, transform and merge. It is 

another dimension which denotes the size of transformations [50,51]. Inception network not only improved capability of learning 

of CNN but they do make network resources effective. ResNext has been derived from VGG and ResNet [17,18,19]. It utilizes 

the deep homogenous characteristics of VGG and GoogleNet by fixing spatial resolution to 3x3 filters within split, transform and 

merge blocks. Figure 6 shows a ResNext model. It used multiple transformation and defined them as cardinality. Increasing the 

cardinality improves the performance of the model. The optimization of training was done through skip connections while 

complexity was regulated using low embedding 1X1 filter. 
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Figure 6: Building block of ResNext [31]. 

 

3.7 DenseNet 

This architecture was proposed to solve the problem of vanishing gradient [19,52]. DenseNet uses connectivity through cross 

layer in a modified way. It connects each layer to each other layer in a feed forward mechanism. Hence feature maps of all 

previous layer was used as inputs to all subsequent layer. It makes the effect of cross layer depth wise convolutions. The network 

becomes capable to differentiate between information which is added to network and information which is preserved since it 

concatenates the previous layers features despite adding them. It has narrow layer structure and becomes costlier while increasing 

the number of feature maps. Reduction in overfitting on tasks on smaller training sets implements a regularizing effect. 

 

IV. APPLICATIONS OF CNN 

 

CNN is used in almost every different ML application which are linked to computer vision tasks such as segmentation, 

classification, regression, object detection, object recognition etc. It needs a large amount of data for learning. CNN has almost 

abundant the labeled data like detection of text, faces, pedestrians, medical image segmentation etc. Some of the trendy applications 

are discussed as: 

 

4.1 Motion Recognition 

 

 Motion recognition deals with identification of various actions, activities and motions in a human body. Some of the areas 

covered are pose estimation, Face detection, action recognition etc. One of the major challenging tasks is Face detection. Farfade et 

al [53] has proposed a method for Deep CNN for face recognition from different facial expression. Zhang et al. [54] developed 

multitask cascaded CNN to perform face recognition. Human pose detection is another major challenge in Computer Vision due to 

high variability in the pose of body. 

 

4.2 Natural Language Processing 

 

 The method converts the human language into something that can be understand by the computer. Speech recognition, 

language modeling and analysis etc. are some of the NLP based applications. It has introduced a new concept of sentence 

modelling which to get the semantic of the sentence. Usually traditional method just analyses the data based on features or words 

and ignore the core depth of the sentence. Dynamic CNN and dynamic K-Max Pooling is used by author in [55]. Collobert et al 

[56] has proposed another method based on CNN architecture to perform multitasking at the same time related to MLP like slicing, 

recognizing entity like name, role modelling, modelling of languages etc. Xue et al [57] proposed another method which performs 

matching between two sentences and hence can be implemented to different kind of languages. 

 

4.3 Image Classification 

 

 One of the widely use of CNN is image classification [58,59] specially in medical imaging where operations like 

diagnosing of cancer using histopathological images are used [60]. Spanhol et al [61] has used the CNN for breast cancer image 
diagnosis and then the outputs are compared with the network model that is trained on the dataset that has manual feature descriptor 

crafted by in-hand [62]. Wahab et al [63] has proposed another method for the same in which two phases are done. In first hard 

non-mitosis samples are identifies. In Second data augmentation is done in order to cope with the class skewness problem. 

 

4.4 Object Detection 

 

 This method involves identification of different objects in the images. R-CNN (Region-Based CNN) is used for object 

detection. In a work by Ren et al. [65] full convolution is used for feature extraction as a space to identify the boundaries and object 

located at various positions. Dai et al [66] proposed a new method based on region-based object detection using fully convolution 

network. To learn the semantic feature another work was proposed by Gidaris et al [67] based on multi region based Deep network. 
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4.5 Speech Recognition 

 

With the improvement in hardware resources compared with the historical times the utilization and training of Deep neural 

network with huge data becomes possible and thus also performed better with speech recognition related tasks. The work proposed 

by Hamid et al [64] proposed a CNN based independent speech recognition model. Results have shown a reduction of ten percent 

of error rate compared with the previous one. Various CNN architecture is being innovated which are both based on full and limited 

number of weights sharing within the convolutional layer. Performance is evaluated at pre training phase by initializing the 

network.   

 

V. CNN CHALLENGES 

Although Deep Convolutional Neural Network has made a good takeover and got good performance on data there has also been 

some challenges that are associated with the use of Deep Neural network and their architecture related to Computer Vision tasks.  

 

Addition of even small amount of noise in the image make the network incapable to classify the original and its perturbed data 

differently. 

 

Some Challenges while training the deep neural network includes lack of explain-ability and interpretability. Sometimes it 

becomes difficult to verify them with respect to computer vision tasks. It is important to know the characteristics of the feature 

extracted before the classification. Although this can be solved sometimes with the help of feature visualization.  

 

The learning mechanisms is supervised learning and hence there is a need of large and annotated data. The performance of 

CNN is sometimes affected by hyperparameter selection. A slight change in the values can affect its performance, thus it is 

mandatory to have careful selection of parameters which can solve some issues related to optimization strategy. 

 

One of the major challenges in Deep CNN is the requirements of powerful hardware resources such as GPUs. Hence to get the 

proper training and efficient result of the Deep system it is required to also have good resources of hardware. 

VI. CONCLUSION 

Convolution Neural network has made an outstanding progress in Image processing domain. Various researches have been 

going on to improve the performance of the Deep CNN which are related to computer vision tasks. The paper has summarized 

some of the important and widely used architectures of Deep CNN, there applications and challenges. 

 

A lot improvement has been done based on the exploring the depth and other structural information. The new phase in 

innovation of Deep CNN architectures has introduced the effective block architectures. These blocks act as an auxiliary learner. 

They play a vital role in increasing the performance of CNN by problem aware learning. Also, these block-based structure 

motivates learning in a structural manner making the architecture more elementary and understandable. 
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