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Abstract: Deep learning is rapidly growing field for classification of digital images. Convolution Neural network(CNN) has 

become the de-facto standard for image classification which is subfield of deep learning. The paper look at optimizing the 

classification of images using CNN and various deep learning optimization algorithms. The dataset comprises three different 

classes of images: Rock, Paper and Scissor.  Various deep learning optimization algorithm such as stochastic gradient descent, 

ADAM, RMSProp, Adamax, Adadeltahave been tried with varying number of epochs and most optimized one is chosen for 

predicting unseen images. Optimization algorithm look at the internal parameters of the network such as learning rate, weights, 

number of neurons etc. To improve and updates the internal parameters of neural network, different optimization methods are 

usedThe framework used is Keras with tensorflow as backend.  
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1. INTRODUCTION 

 

Image classification is a task to classify images into specific 

categories or assigning a label to image as to which class they 

belong. Deep learning is emerging as fast and accurate method 

for classification of images of varying size and length. 

Convolution neural network is a preferred choice for image 

classification as compare to regular deep neural network very 

less number of parameters are used[2,3] 

 

The artificial neural network(ANN)mimic the biological 

model of human brain where different neurons connected 
together performs some computations and pass the results to 

next layer of neurons. The neuron is a computational unit in 

ANN[8,12[The output of a neuron is calculated using 

activation function that sums all input coming to that neuron 

and fires using activation function . Some of the examples of 

activation function are: ReLu, sigmoid, tanh, leaky ReLu and 

softmax (for multiclass classification)The CNN consists of 

varying number of convolutions and each convolution can 

have  convolution layer, Max pooling and flatten layers. The 

last one must be flatten layer followed by softmax function. 

Full details of CNN are beyond the scope of this paper.  

 
In this researchwork we have multilayer CNN for image 

classification using Keras and tensorflow over 3 class of 

images and have applied different number of optimization 

algorithm. 

 

2. PROBLEM STATEMENT & DATA SET 

 

The objective of the research work is to design and develop a 

deep learning model for multi class classification of images 

using Keras and Tensorflow with improved accuracy for 

unseen images. The data set chosen was [1] that consists of 3 
categories of images: Rock, Paper and Scissors. Each category 

has 840 training images and 124 testing images. Thus total 

number of training images are 2520 and 372 testing images. 

Each image is of dimension(150,150,3).Less number of 

images sometimes does not give good results. To overcome 

this concept of imagedatagenerator has been used where in 

every epoch on the fly images are generated. These images are 

generated using image augmentation (rotation, flipping, 
scaling etc) and are not stored in memory.  

 

 

 
Fig 1: From L to R: paper, rock, scissor 

 

 

 

3. DEEP LEARNING MODEL & 

IMPLEMENTATION 

 

    The model used in the research work is shown in the figure 

2. The model used 4 different convolutions with varying/same 

filters of size (3,3) with Maxpooling of size (2,2). After the 

fourth layer flatten layer is used followed by dropout layer 

with dropout  percentage of 50. The dropout is a regularization 
technique which prevents overfitting. Following dropout two 

dense layers are used and in last layer 3 neurons are used as 

we have 3 different classes for classification. Activation 

function in last layer is softmax which is standard activation 

function used for multiclass classification.  
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Fig 2: The Developed Convolution Neural Network model 

 

The complete code was written in python 3, Keras and 

tensorflow framework and executed on Google Colab [7 ] 

using free GPU runtime. The results are discussed in the next 

section. 
 

 

4. RESULTS 

 

The developed model was compiled and run for varying 

number of epochs (5,10,15,20,25) with different optimizers 

:rmsprop, adam, adagrad, adamaxand sgd (stochastic gradient 

descent) . The training accuracy and validation accuracy was 

noted and is shown in table 1: 

 

Table 1: (Training Accuracy, Validation Accuracy) for Various Optimizers 

 

Epoch Adam Rmsprop Adamax Sgd Adagrad 

5 (0.951, 0.957) (0.900,0.989) (0.854,0.887) (0.430,0.336) (0.33,0.33) 

10 (0.959,.986) (0.950,0.973) 

 

(0.958,0.975) (0.60,0.607) (0.33,0.33) 

15 (0.977,0.983) (0.33,0.33) (0.969,1.00) (0.690,0.897) (0.33,0.33) 

20 (0.980,0.981) (0.963,0.973) (0.973,0.9812) (0.807,0.905) (0.33,0.33) 

25 (0.979,1.00) (0.977,0.9780) (0.979,0.959) (0.855,0.897) (0.33,0.33) 

 

 

A graph for training vs validation accuracy for all the 

optimizers is shown below: 

 

 
(a) Adam optimizer 

 
(b) Rmsprop optimizer 

 
(c )Adamax optimizer      

   
(d) Sgd optimizer 
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(e) Adagrad optimizer 

 
 

As can be seen from the graphs above Adamax and Adam 

are good option for selection of a suitable optimizer. Large 

spikes in validation accuracy for Sgd and Rmsprop are due 

to overfitting though research  work have used dropout as 

regularization technique.  

 

5. CONCLUSION 

 

The research work has performed multiclass classification of 

images using convolution neural network with Keras and 
Tensorflow framework. Four different convolution layers of 

different filters and max pooling were used. These layers 

were followed by flatten and dense layers. For preventing 

overfitting dropout regularization technique were used. The 

model developed was executed with different optimizers and 

tested with plenty of unseen images of rock, scissor and 

paper. The testing accuracy in this case was turned out to be 

100%. The future work lies in trying different values of 

dropout for overcoming overfitting and getting more data.  
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