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Abstract: To carry out operations many of the industries depend on the accuracy of databases. Independent 

expansion of substructure leads to the generation of duplicates. Eliminating these duplicates not only incurs 

generation and storage cost but also additional computation for its elimination. Our primary aim is to design 

techniques to reduce generating duplicate substructures using graph mining concept. We set up theoretical 

correctness of each method as well as its analysis with respect to graph characteristics such as degree, number of 

unique labels, and label distribution. We also examine the applicability of their combination for improvements in 

duplicate reduction. Finally, we discuss the effects of the limitations with respect to the partitioning schemes used in 

graph mining. Our experiments demonstrate significant benefits of these constraints in terms of storage, 

computation, and communication cost across graphs with varied characteristics.  
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Introduction: The system can show the graphical view of the data to user for easy understanding. We can easily 

analyze and study the existing data via graph for business purpose .The duplicates once identified need to be 

removed to ensure correctness, incurring additional computation cost. We are going to generate a graph from the 

existing data and that graph will be according to day, month and year wise. That graph will be of different types like 

Bar graph, Line graph, Pie chart, etc. At the core of graph mining lies independent expansion of substructures where 

a substructure independently grows into a number of larger substructures in each iteration. Such an independent 

expansion, invariably, leads to the generation of duplicates. In the presence of graph partitions, duplicates are 

generated both within and across partitions. Eliminating these duplicates (for correctness) not only incurs 

generation and storage cost but also additional computation for its elimination. Our primary aim is to design 

techniques to reduce generating duplicate substructures as we show that they cannot be eliminated. This paper 

introduces three constraint-based optimization techniques, each significantly improving the overall mining cost by 

reducing the number of duplicates generated. These alternatives provide flexibility to choose the right technique 

based on graph properties. We establish theoretical correctness of each technique as well as its analysis with 

respect to graph characteristics such as degree, number of unique labels, and label distribution. We also investigate 

the applicability of their combination for improvements in duplicate reduction.  

  

Related work:  

Most of the work on graphs can be categorized as addressing two types of problems. The first one is to find all 

occurrences of a given substructure in a large graph (or in a database of graphs) and count them. This can be used to 

find identical or even similar patterns in a large graph to a known pattern .The second class of problem is to find the 

best substructure that transforms a given graph (or a forest) to satisfy a metric. Finding a substructure that 

minimizes the minimum description length (MDL) or occurs above a certain frequency is important as that 

substructure demonstrates some interesting property of that graph (e.g., maximal concept in a graph). For both of 

these problems, it is important to generate substructures of increasing sizes and analyze them in various ways. 

Different approaches have been proposed for these applications.  
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Motivation:  

Our Motivation is this System we used different E-commerce application and product. We used Stock market 

domain and Bitcoin related Concept. The proposed method uses MapReduce model in cloud system to parallel and 

builds balanced partitions of a graph database over a set of machines to save time and memory.  

  

System Architecture:  

In our system, the user will first register and login into the system. After login user will upload the data on the 

system. There  are two types of data in the first structured and another one is unstructured data.  

  

Fig: Proposed System  

  

Our system will understand both formats of the data. Then the data will be converted into .arff (Attribute-Relation 

File Format) file if needed. We are going to draw multiple graphs of data given by the user. Now we are removing 

the duplicate data by using the Mapper-Reducer concept in Hadoop. On this reduced data, we are creating a final 

graph without any duplication in data. Information storage is the part of the accounting system that keeps data 

accessible to the information processors. In other words, an accounting system‟s information storage unit is either a 

hard drive or server that usually contains a database. After the input devices enter data into an accounting system, 

the information processors take the raw data a convert it into a usable form. This information is then stored, often 

in the form of a database, on the information storage component of the accounting system A database is just a 

system that organizes data. You have a set of data, perhaps some order transactions, and the database organizes 

those transactions based on settings you define. In that system architecture we are taking user information like 

Name, email ID, etc. Which store the information about user in the database when user registered the account. This 

information is also accesible to vendor also,this information is securely stored in database. Our primary aim was to 

predict the sales of an item given the Best Seller Rank on E-commerce site. Predicting the sales helps me in other use 

cases like suggesting sellers the best products to sell. Our final aim is to provide data insights about any product: 

How much it will sell as well as when, where and how. While e-commerce has grown quickly in recent years, more 

and more people are used to utilize this popular channel to purchase products and services on the Internet. 

Therefore, it becomes very important for shopping sites to predict precisely which items their customers would buy 

so as to increase sales or improve customer satisfaction. Traditional algorithms such as Collaborative Filtering, has 

been very popular in predicting users' preferences in shopping, or music recommendation areas, but they face the 

problem that rating data is very sparse or even not available in shopping domain. Compared to the small amount of 

ratings in e-commerce shopping sites, the quantity of user clicking data is abundant and also contains sufficient 

information about users' purchase preferences. Therefore, in this project we propose a prediction method based on 

probability statistics making use of user clicking behavior data. Suppose you have a data-files which are having 

duplicate records i.e. a line of a file is occurring more than one times.  You want those records which are present in 

file multiple times. So the requirement is how to find the duplicate record using Map Reduce. HDFS: Here it is used 

to store the input data which will get pass to the Map Reduce as an input and also store the MapReduce output. 

Map Reduce: Here it is used to process the data/file available in HDFS and store the output to the HDFS. We are 

taken a sample of records & copied and pasted few records in the same sample file for the duplicate. In the first 

step, we will set up the data for the map reduce job. The data file should available at HDFS path, In order to write 

map reduce program, create a maven project. We will add the dependency for the required package. Now, we have 

to write a reducer class which will take input from mapper class. We will filter the duplicate record in this class. After 
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that we will write a driver class in order to execute the mapper and reducer. At last, we need to validate the output 

of our map reduce job. We have seen how to find the duplicate records present in data files. An input to a 

MapReduce job is divided into fixed-size pieces called input splits Input split is a chunk of the input that is consumed 

by a single map .Mapping is the very first phase in the execution of map-reduce program. In this phase data in each 

split is passed to a mapping function to produce output values. In our example, a job of mapping phase is to count a 

number of occurrences of each word from input splits (more details about input-split is given below) and prepare a 

list in the form of <word, frequency>.In shuffling it consumes the output of Mapping phase. Its task is to consolidate 

the relevant records from Mapping phase output. In our example, the same words are clubed together along with 

their respective frequency. In reducing, output values from the Shuffling phase are aggregated. This phase combines 

values from Shuffling phase and returns a single output value. In short, this phase summarizes the complete dataset. 

Graphic Representation is a method to show and represent values, increases, decreases, comparisions to either 

make predictions or show a report of how certain situation was yesterday and how it is today. It is the visual display 

of data through charts and graphs. These types of graphic representations are used in Algebraic Equations, Stocks 

values in the market, Whether tracking, financial analys, companies proyects. The famous kaizen system. These 

graphics representations are used by business analyst, traders and investors, mathematics professors, scientists, 

business and financial advisors, marketers, informers, architects, army or navy officers.There are four primary types 

of charts used by investors and traders depending on the type of information they‟re seeking and their desired 

goals. These chart types include line charts, bar charts, candlestick charts, and point and figure charts.   

 There are four primary types of charts used by investors and traders depending on the type of information they‟re 

seeking and their desired goals. These chart types include line charts, bar charts, candlestick charts, and point and 

figure charts. In the following sections, we will focus on the S&P 500 over the same period to illustrate the 

differences between the charts when the underlying data set is the same. Line Charts Line charts are the most basic 

type of chart because it represents only the closing prices over a set period. The line is formed by connecting the 

closing prices for each period over the timeframe. While this type of chart doesn‟t provide much insight into 

intraday price movements, many investors consider the closing price to be more important than the open, high, or 

low price within a given period. These charts also make it easier to spot trends since there‟s less „noise‟ happening 

compared to other chart types. Bar Charts Bar charts expand upon the line chart by adding the open, high, low, and 

close – or the daily price range, in other words – to the mix. The chart is made up of a series of vertical lines that 

represent the price range for a given period with a horizontal dash on each side that represents the open and closing 

prices.  Pie charts A Pie Chart is a type of graph that displays data in a circular graph. The pieces of the graph are 

proportional to the fraction of the whole in each category. In other words, each slice of the pie is relative to the size 

of that category in the group as a whole. The entire “pie” represents 100 percent of a whole , while the pie “slices” 

represent portions of the whole. This graphs is also viewable to vendor also for analysis of graph from previous 

dataset. A user review is a review conducted by a computer user and published to a review site following product 

testing or the evaluation of a service. User reviews are commonly provided by consumers who volunteer to write 

the review, rather than professionals who are paid to evaluate the product or service. User reviews might be 

compared to professional nonprofit reviews from a consumer organization, or to promotional reviews from an 

advertiser or company marketing a product. Various systems have been proposed to evaluate the quality of user 

reviews so that consumers can access the best ones, avoid lower quality ones, and prevent mixing of honestly 

provided reviews with less honest reviews from advertisers or people with an agenda other than non-partial 

evaluation. Consumers perceive user reviews using good grammar and persuasive writing style to be of higher 

quality than those written in other ways Here is a nice bar chart that clearly shows how multiple units does 

compared to each other based on same criteria. Since this chart can display positive and negative development very 

good, I will call it positive negative bar chart using different colors in our charts to call out facts about our data is a 

very good way to instantly tell a story. Your audiences' eyes can instantaneously split the data can focus on the 

results you want to direct them to first. All this can be done without saying a single word! .Our goal as analysts is to 
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tell a story with our data and it is a well-known fact that data can be consumed much faster through visualization 

than through text. That is why it is vital that we put serious thought into how we present our data to the leaders we 

support.  

  

Conclusion: In our system we are identifying the effect of duplicates on the performance of graph mining algorithms. 

Based on that observation, it proposes Mapper-Reducer to reduce the number of duplicates generated to 

significantly improve the performance of these algorithms. Further, we establish their accuracy as well as their 

performance analysis for a number of graph characteristics. Based on these Graphs, we show that it is possible to 

choose the best heuristic whether we have additional information about the graphs or not.  
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