
© 2019 JETIR  May 2019, Volume 6, Issue 5                                           www.jetir.org  (ISSN-2349-5162) 
 

JETIR1905D68 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 466 

 

CYBERBULLYING DETECTION 
 

1Vaishnavi K R,2Pavitra Bai C,3Suchithra G S, 4Priyanka R,5Prashanth H S 
1,2,3,3Student,5Assistant Professor 

Department of Computer Science , 

K . S Institute of Technology, Bengaluru, India 

 

Abstract : As a symptom of progressively prominent online networking , cyberbullying has risen as a difficult issue tormenting 

kids, teenagers and youthful grown-ups. Machine learning strategies make programmed discovery of harassing messages in web 

based life and this could develop a sound and safe online life condition. In this significant research zone, one basic issue is 

powerful and discriminative portrayal learning technique to handle this issue. Our strategy named semantic enhanced 

marginalized Denoising Auto-encoder (smSDA) is developed via semantic extension of popular deep learning model stacked 

Denoising Auto-encoder (SDA). Our proposed technique can exploit the component structure of tormenting data and become 

familiar with robust and discriminative portrayal of content. 
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I. INTRODUCTION 

Cyberbullying can be characterized as forceful, deliberate activities performed by individual or a gathering of individuals by means 

of computerized specialized strategies, for example, sending messages and posting remarks against an unfortunate casualty. 

Cyberbullying via web-based networking can occur any time at any place. For menaces, they are allowed to hurt their friend’s 

sentiments since they don’t have to confront somebody and can take cover behind the internet. Victims are easily exposed to 

harassment since all of us, particularly youth, are always associated with internet or web-based life. The outcomes for exploited 

people under cyberbullying may even be lamentable , for example, self-damaging conduct or may even lead to suicide. 

One approach to address the cyberbullying issue is to automatically recognize and quickly report tormenting messages so that 

appropriate measures can be taken to avoid catastrophes A classifier is first prepared on cyberbullying corpus marked by humans. 

This learned classifier is then used to perceive the harassing messages. Three sorts of data including text, user demography and 

social networking features are frequently utilized in cyberbullying detection. This paper focuses on text-based cyberbullying 

detection since the text content is most reliable. Messages on social media contain lot of informal language and incorrect spellings 

robust representations for these messages are necessary to decrease the ambiguity. 

In cyberbullying detection, the numerical portrayal for internet messages ought to be vigorous and discriminative. By using deep 

learning technique called Stacked Denoising auto-encoder (SDA). This paper researches new text representation model based on 

SDA which is marginalized Stacked Denoising Auto-encoders (mSDA) and develop semantic enhanced Marginalized Stacked 

Denoising Auto-encoder (smSDA). The semantic data comprises of bullying words. Automatic extraction of harassing words based 

on word embeddings is proposed with a goal that human work can be diminished. Amid preparing of smSDA, we try to recreate 

harassing features from other typical words i.e connection, among harassing and ordinary words. The instinct behind this thought is 

that some harassing messages don’t actually contain bullying words. This semantic enhanced Marginalized Stacked Denoising 

Auto-encoder can learn robust features from Bag of Words (BoW) representation in proficient manner. These robust features are 

learned by recreating original input from corrupted ones.  

II. LITERATURE SURVEY 

The scourge of cyberbullying has assumed alarming proportions with regularly expanding number of teenagers confessing to 

having dealt with it, either as victim or as an onlooker. Anonymity and absence of significant supervision in electronic medium are 

that have exacerbated this social danger. Remarks or posts including sensitive matters that are close to individual are bound to be 

disguised by an unfortunate casualty, regularly bringing about terrible results. We breakdown the overall detection problem into 

detection of sensitive topics.  We try different things with corpus of 1000 facebook remarks, applying a scope of double and 

multiclass classifiers. We locate double classifiers for individual labels outperform multiclass classifiers. Our discoveries 

demonstrate that the identification of textual cyberbullying can be handled by building individual topic-sensitive classifiers[1].  

In spite of the fact that the internet has changed the manner in which our reality works, it has likewise filled in as a scene for 

cyberbullying, a developing assortment of writing has started to report the commonness, indicators and results of this conduct, 

however the writing is profoundly divided and needs hypothetical core interest. In this way, our motivation in the present article is 

to give basic survey of current cyberbullying research. The general aggression model is proposed as helpful hypothetical structure 

from which to understand this phenomenon[2]. 

III. EXISTING SYSTEM 

Previous computational works of bullying have appeared that natural language processing and machine learning are amazing 

assets to contemplate bullying. Yin et.al proposed to join BoW features, sentiment features and relevant features to prepare a 

support vector machine for online harassment detection [3]. Dinkar et.al used label explicit features to expand the general features, 

where the label explicit features are learned by linear discriminative analysis. Good judgment learning was additionally connected 

[2]. 
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Nahar et.al displayed a weighted TF-IDF conspire by means of scaling bullying like features by factor of two. Other than 

substance based data [4], Maral et.al proposed to apply client’s data, such as gender and history messages and setting data as 

additional features. 

Disadvantages of existing system: 

 First and furthermore basic advance is numerical portrayal learning for text messages. 

 Furthermore, cyberbullying is difficult to portray and make decision from third view because of it’s intrinsic ambiguity. 

 Thirdly, because of protection of internet users and privacy issues, only small portion of messages are left on internet and 

most of the harassing posts are erased.  

IV. OBJECTIVES 

      The main aim of the project is to detect the bullying words and block that particular user from sending messages until the other 

user allows him/her to send messages. Generate knowledge of how a programmed framework for recognizing harassing via web-

based networking media can be built. Buildup a model that tells ratified linguistic behavior from ineffectual ones. 

In our proposed system, SDA stacks a few denoising auto-encoders and concatenates the output of each layer as learned 

representation. Each denoising auto-encoder in SDA is trained to recoup input data from corrupted version of it. Some of the inputs 

are set to zero randomly to corrupt the input. This denoising procedure causes the auto-encoders to learn robust representation. 

Also, each auto-encoder layer is proposed to learn increasingly abstract representation of input. 

 

V. SYSTEM MODULES 
 

A. Online Social Networking (OSN) Module 

 

In first module, we build up Online Social Networking (OSN) system module. We develop the system with the features of 

Online Social Networking. Where this module is used for new user registrations and after the registration the users can login 

with their authentication. Where after that the existing users can send messages privately or publicly, using options provided. 

Users can also share images with others. The user can also search for other user profiles and public posts. Users can also send 

and accept the friend requests. With all basic features of this OSN module is built as initial module, to prove and evaluate our 

system features. 

 

B. Construction of Bullying Feature Set Module 

 

The bullying features play an important role and should be chosen properly. In following, the steps for constructing bullying 

feature set Zb are given, in which the first layer and other layers are addressed separately. For the first layer, expert knowledge 

and word embeddings are used. For the other layers, discriminative feature selection is conducted. In this module firstly, we 

develop a list of words with negative effect, including swear words and dirty words. At that point we contrast the word list and 

BoW features of our own corpus and regard the intersections as bullying features. Finally , the constructed bullying features are 

used to train the first layer in smSDA.  

 

C. Cyberbullying Detection Module 

 

In this module we develop the semantic enhanced marginalized Stacked Denoising Auto-encoder (smSDA). We describe how 

to leverage it for cyberbullying detection. smSDA provides robust and discriminative representations and then learned 

numerical representations is fed into the system. In the new space, due to the captured feature correlation and semantic data, 

even trained in small size of training corpus, can accomplish a decent presentation on testing archives. Based on word 

embeddings , bullying features can be extricated consequently.  

 

D. Semantic-Enhanced Marginalized Denoising Auto-Encoder Module 

 

The programmed extraction of bullying words based on word embeddings is proposed with a goal that the included human 

work can be diminished. The correlation data discovered by smSDA reconstructs bullying feature from normal words and this 

encourages identification of harassing messages without containing bullying words. For instance, there is solid correlation 

between harassing word fuck and ordinary word off since they regularly appear together. If bullying messages don’t contain 

such evident harassing features, for example fuck is regularly incorrectly spelled as fck or f**k, the correlation may reconstruct 

the bullying features from ordinary ones with the goal that harassing message can be recognized. It ought to be noticed that 

presenting dropout noise has impact of broadening the extent of dataset, including training data size, which reduces the 

information sparsity issue. 
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VI. SYSTEM ARCHITECHTURE 

 
figure 1: System Architecture 

 

The architecture, computerizes the analysis of online social network model conduct with ultimate objective of tracing harmful 

contents. This framework will distinguish cyberbullying related messages that have matching keywords from the database. The 

calculated model of cyberbullying discovery system is given in figure [1]. We create a new text representation model semantic 

enhanced marginalized Stacked Denoising Auto-encoder, which adopts linear instead of non-linear projection to accelerate 

training and marginalizes infinite noise distribution. The conceptual model for this system portrays the overall procedure on 

how the cyberbullying related messages can be perceived alerts and the sender of the messages. In this system , we mainly 

focus on English language with proper and formal content. 

 

VII. CONCLUSION 

 

The goal with the project was to generate knowledge of how a model of automatic system for detecting bullying on social media 

could be constructed. During the project behind learned how to employ state of the art methods in NLP and ML for bullying 

classification. Which is the core which is the core in any bullying detection system. 

This project addresses the text based cyber bullying detection problem, where robust and discriminative representation of messages 

are critical for an effective detection system.  

We have developed semantic-Enhanced marginalized Denoising Auto-encoder, has a specialized representation learning model for 

cyber bullying detection. In addition, word embeddings have been used to automatically expand and refine bullying word lists that 

is initialized by domain knowledge. 

Most importantly we have learned that an automatic system for bullying detection is possible to some extent as shown by the 

implemented prototype 

 At the point when connected in a fell model the framework to discover extreme instances of cyberbullying with high exactness, 

this would be especially intriguing for checking purposes.  
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