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Abstract—Growth in the internet made immense impact on the 
data generation. Most of the data in the world is in textual format. 
There is need to access and use this data efficiently and easily due 
to  this  text  classification  is  widely  studied  problem  in  research 
community. The applications of classification are also in diverse 
domains  such  as  news  filtering,  opinion  mining,  information 
retrieval  and  so  on.  The  problem  is  attempted  to  solve  with 
Natural  language  processing,  Machine  learning  algorithms.  In 
the present work the brief literature survey of text classification 
work is presented. 

 
Index  Terms—Data  Mining,  Information  Retrieval(IR),  Ma- 

chine  Learning(ML),  Natural  Language  Processing(NLP),Text 
classification, Word Embedding. 

 

 
 

I.  INTRODUCTION 
 

Text  classification  is  broadly  studied  area  in  data  mining. 

There is exponential increase in the online availability of in- 

formation. Accessibility is from variety of sources like digital 

libraries, social network feeds, scientific literature, e-books and so 

on. Data present is in the structured and unstructured form. There  

is  need  to  handle  data  of  such  magnitude  efficiently. Main 

goal of the data mining is to extract useful information from 

textual data which deals with operations like information retrieval, 

classification. 

There  are  many  machine  learning,  Natural  language  

processing  approaches  are  proposed  for  text  classification.  

Text classification  problem  is  defined  as  follows  for  given  set  

of documents D = {d1, d2, ....dn} each with assigned label from 

set  L  =  {l1, l2, ....lk}  based  on  the  features  of  document d  

classification  model  should  assign  correct  label  l.  Text 

classification is of two ways single label and multi-label. 

Challenges are likewise there in text classification as it is a 

complex process. Representation of a text is one issue because 

machine will not understand the raw text data as input. There- fore 

representing text into machine understandable format i.e in  

numbers  is  necessary.  Most  common  way  is  to  represent text  

as  Bag  of  Words(BOW)[1].  BOW  considers  the  number of 

occurrences of the word in text. But there are disadvantages of  

BOW  model.  Order  is  not  taken  into  consideration.  For 

calculating the similarity exact term matching is needed. But two 

documents may have the same information using distinct words.  

This  issue  is  addressed  in  Word2Vec[2]  model  which 

represents  word  as  continuous  vectors  in  distributed  vector 

space.  These  vectors  have  given  state  of  art  result  in  many 

NLP tasks. 
 

II.  SYSTEM ARCHITECTURE AND OVERVIEW 

Text   classification   system   consists   of   various   modules 

shown in figure 1 and described below: 
 

A.  Dataset preparation 

First step is the data collection. It depends on what problem 

needs to be solved and domain of the problem. For e.g news 

articles,  opinion  mining,  medical  data  etc.  The  documents 

should be in text format. 
 

B.  Pre-processing 

Pre-processing of the text is key component. It has noticeable  

impact  on  the  results.  It  consists  on  multiple  steps  such as: 

1)  Tokenization:   Text  is  made  up  of  words/phrases.  

Tokenization  converts  text  into  tokens(words/phrases)  as  basic 

elements. 

2)  Removing  stop  words:  Every  token(word/phrases)  will 

not  be  of  significance  in  the  text.  Hence  in  stop  word  such 

as  “a”, “and”, “the”  etc  which  occur  frequently  in  text  are 

removed. 

3)  lemmatization:  lemmatization groups the words according 

to their grammatical context. There are different inflected forms 

of single words like playing,plays,played words represent play 

which is base word also known as lemma. 

4)  Stemming:  Stemming converts different words into similar  

canonical  form  like  computing, computation  to  compute which 

is known as stemm. 
 

 

 
 

Fig. 1.   Text classification System 

Architecture
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C.  Text representation 

Text is to be represented in the machine language to process as 

raw text can’t be used as input for machine. Most commonly used  

method  to  represent  text  is  Bag  of  Words(BOW)[1]. It  

represents  text  as  group  of  words  present  in  text  using their 

occurrence frequency. It doesn’t maintain any sequence. Text  

documents  are  represented  as  document  matrix  where each  

row  is  vector  made  of  the  words  in  documents.  BOW has 

limitations like high dimensionality of the representation. 

Sparseness of the representation, semantic relations are also not 

inherited. 

Latent  Semantic  Indexing[3]  is  another  technique  which 

uses  singular  value  decomposition  to  understand  structure  of 

documents  and  identify  hidden(latent)  relationship  between 

words.  But  it  works  better  for  small  set  of  static  documents 

which  is  well  used  in  Information  retrieval.  Word2Vec[2] 

method gives continuous vector representation of word. These 

vector  along  with  low  dimensional  representation  inherit  se- 

mantic relations as well as analogical relation between words. for 

e.g vec(Paris)- vec(France) + vec(Berlin) = vec(Germany). 

Word2Vec  model  overcomes  problems  in  BOW  model  like 

high dimensionality of the representation, Better performance on 

word to word similarity. 
 

D.  Feature Selection 

After  the  pre-processing  and  text  representation  is  done 

then   next   step   is   feature   selection.   Feature   selection   is 

necessary step which improves the efficiency of the classifier. 

Feature  selection  the  process  of  selecting  subset  of  feature 

from original text. Due to high dimensionality problem there are 

metrics for the feature selection also like term frequency/ inverse   

document   frequency(tf/idf),   Information   gain   and so  on.  In  

tf/idf  the  motive  is  to  find  important  words  to facilitate 

classification. For collection of N documents where d  is  

individual  document  t  is  word  in  document  d  the  tf/odf weight 

is given in equation (1): 
 
 

Wtd   
= ftd 

/ntd   
∗ log(N/fdt 

)                      (1) Where 

Wtd   
is the tf/idf weight of the term t in document d. 

ftd 
/n is term frequency(tf) which is ratio of no. of occurrences 

of t in document d to total number of terms in d. log(N/fdt 
) is 

inverse document frequency(idf) which is log of ratio of total 

no.of  documents  N  to  no.of  document  d  in  which toccurs. 

Words/features with high weight are used for classification. 

Decision   tree   is   built   with   top   down   approach   which 

involves  partitioning  of  the  data  into  subsets.  ID3[9]  uses 

entropy and information gain to select the node as root node to 

split the data in homogeneous subsets. 
 

 

Entropy = ∑

 

−pi  ∗  log2pi  
𝑐
𝑖=1

  
              (2) 

Entropy  is  given  in  equation(2).  Gain  is  the  difference 

between  the  entropy  of  all  data  points  as  a  attribute  and the  

entropy  of  single  attribute  with  data  points  for  more 

refer[9][10] Making dictionary of the important keywords and 

using those for classification task is also one of the approach. 

Important words for each category are selected at first. Then 

classification  of  text  is  done  based  on  the  presence/absence 

of  those  selected  words.  Probability  of  the  word  is  also 

considered for classification. 
 

E.  Classification 

Classification  of  the  text  documents  into  the  predefined 

categories  is  the  objective.  Motive  is  to  automate  this  task in  

efficient  way.  Text  documents  can  be  classified  by  three ways 

supervised,unsupervised,semi-supervised methods. From last  

few  years  this  problem  is  extensively  studied  with  rapid 

progress  like  use  of  various  machine  learning  algorithms such 

as Bayesian classifier, Decision tree, K-Nearest neighbor, Support 

Vector Machines(SVM), Neural Networks. 
 

F.  Performance measure 

Last  step  of  the  classification  system  is  the  evaluation of  

the  results.  To  evaluate  the  results  set  of  documents  are set  

a  side(test  set).  Classifier  is  trained  on  remaining  set  of 

documents(training set. After the training the we classify test set  

and  compare  the  estimated  result  with  original  labels. The  

percentage  of  the  correctly  classified  documents  to  total 

documents is called accuracy. There are other common metrics 

are also there along with accuracy which are precision, recall, F-1 

score. 
 

III.  REVIEW OF LITERATURE 

Number of methods are discussed in literature of text clas- 

sification. Broadly these are classified in three ways which is 

supervised,unsupervised and semi-supervised methods shown in  

figure  2.  In  supervised  methods  there  are  many  learning 

algorithms such as Naive Bayes(NB) classifier, Decision tree 

classifier,  K-Nearest  Neighbour(KNN),  Support  Vector  Ma- 

chine(SVM). 
 

A.  Supervised Methods 

Naive  Bayes  is  probabilistic  classifier  which  is  based  on 

Bayes  rule.  Goal  is  to  calculate  the  probability  of  document 

D  belongs  to  class  C.  There  are  two  models  used  for  Naive 

Bayes  classification  which  are  multivariate  Bernoulli[4]  and 

multinomial model[5]. In multivariate Bernoulli presence and 

absence  of  a  feature  or  word  in  considered  and  frequency of  

word  are  ignored.  In  multinomial  the  frequency  of  word is  

considered.  So  if  the  vocabulary  is  large  later  model  will 

perform  better.  In  [6]  authors  propose  model  based  on  NB 

classifier which discriminatively learns feature for NB. Like- wise 

in [7] the pre-normalization of text and feature weighting is  

introduced  to  improve  the  NB  classifier  performance.  For pre-

normalization is done using Poisson distribution. [8] uses NB for 

feature selection for text classification. 

Decision  tree  classifier  divides  data  hierarchically  based on  

the  condition  on  the  selected  feature  of  text.  ID3[9]  and 

C4.5[10]  are  well  known  decision  tree  algorithms.  These 

algorithms  are  used  to  select  features  and  design  a  tree  to
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Fig. 2.   Types of text classification 
 
 

classify  the  text  documents.  Advantage  of  the  decision  tree 

is  it  is  robust  to  noise, learns  decision  rules  and  easy  to use. 

Due to higher dimensionality of text the performance of the  

decision  tree  is  less  efficient.  Boosting[11]  technique  is 

applied to solve this issue. In [12] authors present decision tree 

based text categorization system. Fast decision tree algorithm 

proposed  for  text  classification  applications  and  method  to 

convert decision tree to simplified rules. 

K-Nearest  Neighbor  classifier  uses  distance  measure  for 

classification.  Idea  is  that  documents  in  a  class  will  be  similar  

to  other  documents  in  class.  Distance  measure  used  are 

Euclidean  distance,  cosine  distance.  Along  with  this  Word 

Movers  distance  using  word  embedding  is  given  state  of  art 

result  in  text  classification.  Optimal  value  of  k  is  often  a 

problem using KNN. In [13] author propose KNN based text 

classification.  They  solve  the  problem  of  selection  of  value k  

for  different  data  and  dependency  of  the  result  on  k  value 

with reasonable increase in accuracy. [14] proposes the model for  

improvement  in  the  result  of  KNN  by  removing  outliers from  

training  set.  The  weight  for  each  feature  in  KNN  is identical. 

But for each class the importance of the each feature is  different.  

Considering  this  issue  [15]  propose  Weighted KNN  algorithm  

which  assigns  weight  for  feature  according to the class. 

Support  Vector  Machines(SVM)  is  linear  classifier.  SVM 

attempts to find hyper-plane with maximum distance to clas- sify 

documents. Documents which are near hyper-plane know as  

support  vectors  which  specify  the  location  of  the  hyper- plane.  

Advantage  if  the  SVM  is  it  works  well  with  high dimensional  

data.  Support  vector  discriminate  positive  class from negative 

class. [16] introduce SVM for text classification. Authors  present  

experimental  and  theoretical  proof  that  it  is well  suited  

classifier  for  text  classification.  In  [17]  introduce new  learning  

algorithm  for  SVM  to  handle  unlabelled  data effectively.  SVM  

is  used  together  with  Bayes  rule[18]  and Hidden Markov 

Model[19]. Multi-label[20] text classification is also done using 

SVM. 

For  all  the  classifiers  discussed  the  feature  representation 

mostly  done  using  BOW  which  has  its  disadvantages.  Word 

embedding  representation  addresses  issues  in  BOW  and  also 

gained popularity due to state of art result in many NLP tasks. 

These are low dimensional continuous valued vector represen-

tation  of  words.  These  representation  inherit  many  semantic 

and  analogical  word  relations.  Word2Vec[2]  and  Glove[21] 

are  two  popular  model  which  generate  word  embeddings. 

Word2Vec generated are excessively used due to better results. In  

[22]  author  propose  a  document  distance  measure  which have  

given  impressive  results.  In  NLP  community  vector 

representation  of  word  are  widely  studied  in  recent  years. 

Text classification [23] [24] is also done using different vector 

representations. 
 
B.  Unsupervised Methods 
 

In unsupervised method the output labels are not available for 

learning of the classifier. Clustering is useful in such cases. 

Clustering  is  grouping  the  similar  documents  in  a  cluster 

using  similarity  function.  Hierarchical  clustering,  K-means 

clustering  and  probabilistic  clustering  are  most  common  text 

clustering algorithms. In Hierarchical clustering the grouping is 

done in the hierarchy i.e top-down or bottom up. Clustering is  

done  based  on  the  distance  between  the  features.  In  K- means 

clustering algorithms groups n documents in k clusters. Finding  

optimal  k  value  is  main  problem  in  this  algorithm. In  [25]  

efficient  K-means  clustering  algorithm  is  given.  In 

probabilistic  clustering  the  documents  are  clustered  based on  

the  word  occurrences.  Topic  modelling  is  done  using these 

models. Two main topic models are probabilistic Latent Semantic  

Analysis(pLSA)[26]  and  Latent  Dirichlet  Allocation(LDA)[27].  

Documents  are  made  of  different  topics  and topic is group of 

words. Finding the probabilistic distribution of  words  over  the  

documents  will  help  in  topic  modelling. Topic  modelling  is  

extensively  applicable  in  Information  re- trieval. 
 
C.  Semi-supervised Method 
 

Collection  of  text  with  labelled  classes  is  difficult  and time  

consuming  process  and  it  may  not  be  feasible  to  do so.   

Meanwhile   Unlabelled   data   collection   is   easy.   Semi- 

supervised method uses large amount of unlabelled data with 

some  amount  of  labelled  data  to  design  better  classifiers.  In 

[28]  authors  present  extensive  overview  on  semi-supervised 

text classification. 
 

 
IV.  DATASET 

 

There are some standard dataset which are mostly used for the  

comparison  of  the  work  in  text  classification  which  are 

described below. 
 
A.  Reuters21578 
 

The  Reuters21578  collection  consists  of  21,578  news  

articles. Articles are categorized in 90 categories. This is standard 

dataset used for text classification research. Although partition of 

the articles is not uniform for all categories. Dataset can be 

downloaded from: 

https://archive.ics.uci.edu/ml/datasets/reuters-21578+text+ cat- 

egorization+collection.
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B.  20Newsgroups 

This  is  collection  of  articles  of  20  different  newsgroups. 

Each category contains about 1000 articles each labelled with 

newsgroup.  This  is  uniformly  partitioned  in  all  categories. 

Dataset can be downloaded from: 

http://qwone.com/ jason/20Newsgroups/. 
 

C.  Stanford Sentiment Treebank(SST) 

This dataset contains movie reviews in one sentence.10605 

snippets  are  there  in  the  dataset.  The  categories  are  very 

negative,   negative,   neutral,   positive,   very   positive.   The 

categories  are  based  on  the  cutoff  score  of  sentiment  of 

snippet.  This  is  used  for  sentiment  classification  which  is 

broadly a text classification task. Dataset cane be downloaded 

from : 

https://nlp.stanford.edu/sentiment/. 
 

 
V.  COMPARATIVE OBSERVATION 

 

Brief  review  of  all  the  present  work  done  is  in  section III.  

The  observation  is  that  classifiers  perform  differently with 

respect to the dataset. Representation of the text is also an  major  

factor  for  the  efficiency  of  the  task.  In  general classifiers  

SVM  performs  better  due  to  it’s  ability  to  handle high  

dimensional  data  with  BOW  representation.  The  vector 

representation  obtained  by  neural  network  have  given  state of   

art   result.   Many   task   specific   vector   representations are  

also  presented  with  better  results  than  those  popular 

representations.  Regardless  of  all  work  there  is  no  general 

model for text classification task. 
 

 
VI.  APPLICATION 

 

•   News Filtering 

The  number  of  news  generated  is  at  par  nowadays. 

Besides  viewer  needs  a  specific  kind  of  news  to  read. 

Categorization  of  the  new  articles  is  necessary  to  ease 

the news broadcasting. 

•   Search Engines 

The content of search engines is in abundant size. 

Classification and grouping of relevant content is very 

necessary for search engine performance. 

•   Social media mining 

Any  trending  topic  in  social  media  will  be  in  mention 

of majority of user posts. Classification of such topics or 

hashtags is also a application of text classification. 

•   Marketing 

In  marketing  the  views, feedback, rating  of  the  users  for 

any product is classified using text classification. 

Classification  brings  simplification  for  marketing  

strategies  of the product. 

•   Academics, Government, Medical 

The data generated in the these sectors is really huge. Or- 

ganization of such data will be simplified if the contents are 

well categorized. 

VII.  CONCLUSION 
 

In  this  paper  we  attempted  to  give  brief  introduction  of 

text  classification  approaches.  Work  presented  in  this  area  is 

compared  based  on  the  classifier  used  and  the  accuracy  of 

result.  Dataset  used  and  the  size  of  each  text  document  in it 

also has an impact on the results. Using BOW representation of  

text  SVM  gives  better  results  with  these  representations. 

Recent work in this area is mostly based on vector representation 

using  neural  networks.  Using these  as  representation for the 

text has given state of art results for text classification task.  

Consideration  of  the  task  specific  features  also  shown 

improvement in the results. 
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