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 Abstract: this paper an innovative design method for determining fractional order PID (PIλDμ) controller parameters of a First 

Order Time Delay System (FOTD) system using particle swarm optimization algorithm is presented. This paper presents how to 

employ the particle swarm optimization to seek efficiently the optimal parameters of PIλDμ controller. The study is made for this 

controller against parameter variation of FOTD system. System of the controller depicted here is based on user- specified peak 

overshoot and settling time and has been formulated as a single objective optimization issue. Finally, better simulation results and 

control presentation of the PSO based Fractional-Order PID (FOPID) will be showed in these controllers in gathering with those of 

the integer-order PID controllers. This work has been simulated in MATLAB environment with FOMCON (Fractional Order 

Modeling and Control) tool box. 
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I Introduction 

In the past decades, modern control theories have made great advances. Control techniques including optimal control, 

H1/H2 control, fuzzy control, neural network control, predictive control, and so on, have been developed. Nevertheless, the 

Proportional-Integral-Derivative (PID) control technique has still been widely utilized in many industrial applications such as 

process control, motor drives, flight control, etc. Now a day, more than 90% control loop in industry are PID control. This is mainly 

due to the fact that PID controller possesses robust performance to meet the global change of industry process, simple structure to 

be easily understood by engineers and easiness to design and implement.  

The tuning method of PID controllers have been studied intensively in the past such as the well-known Ziegler-Nichols tuning 

rule[2] for the first  

 

order plus time-delay transfer functions, which models a wide class of processes possessing an S-shape reaction curve in step 

responses. Another research line for the design of PID controllers is to determine the stabilizing parameter set of PID controller, 

this set was first shown in [3] as convex polygons for delay- free systems by an extension of Hermite-Biehler theorem presented by 

Pontryagin [4]. Then, the approach was applied to first–order plus time-delay systems and the convex polygon property was 

extended to this case [5]. By using the Nyquist stability criterion, the same results as those in [6] were obtained which gave an 

alternative simple derivation. Some other methods with the alike Smith structure like GPC (Generalized Predictive Control) have 

been successfully used in PID controller design for delayed SISO systems.  

Recently, there are increasing interest to enhance the performance of PID controller by using the concept of fractional calculus, 

where the orders of derivative and integrals are non-integer. Fractional calculus in non-local makes it able to emphasize 

mathematically the long-memory. Fractional Order PID controller (FOPID or,  where and are the integrating and derivative 

orders and they are non-integers) proposed by [9] is a generalization of the PID controller using fractional calculus. A FOPID 

controller is characterize by five parameters, i.e., the proportional gain, the integrating gain, the derivative gain, the integrating 

order and the derivative order. Over the last years, FOPID controllers find many applications in irrigation canal control[10], 

temperature tracking[11], motion control of DC motor [12], [13], boost converter control [14].  

The above research results show that FOPID controller has better performance and robustness than conventional PID controller. 

In the literature, many approaches have been proposed to design FOPID controller. These approaches can be classified into two 

classes: analytic methods and heuristic methods. In the analytic context, the parameters of FOPID controller are tuned by 

minimizing a nonlinear objective function depending on the specifications imposed by the designers. In [15], tuning of FOPID 

controller is re casted as a Quantitative Feedback Theory (QFT) loop shaping problem, where the optimization objective is the high 

frequency gain of the nominal loop subjected restrictions given by the specifications. [16] proposed a new analytic method to design 

FOPID controller by expanding the control loop signal and reference model input and output over a piecewise orthogonal functions. 

As far as the heuristic methods, rule–based methods and evolutionary algorithm based methods were explored by several authors. 
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In [17], a complex of tuning cods was stated based on a first order plus time model of the process by minimizing the integrated 

absolute error with a border for the maximum sensitivity.  

Ziegler-Nichols like tuning rules for FOPID controller was given in [18]. Evolutionary algorithms including Genetic Algorithm 

(GA), Particle Swarm Optimization (PSO) and Electromagnetism like algorithm (EM) are also used to design FOPID controller. 

Genetic algorithms were adopted by Cao and Meng and Xue [19] to design FOPID controller by recasting the problem to an 

optimization problem. In [20], particle swarm optimization was used to design FOPID controller for an AVR system. An Improved 

Electromagnetism- like Algorithm with Genetic Algorithm (IEMGA) technique was proposed in [21] for FOPID controller design 

through minimizing the Integrated-Square-Error (ISE).  Lately, Differential Evolution (DE) as a plain and impressive plot for global 

optimization over steady spaces is becoming increasingly popular. In the present work, scheme of FOPID controller using PSO 

algorithm styles has been investigated for time delay systems. 

II First Order Time Delay System (FOTD) 

The empirical method of identifying the system is the most modern method. Empirical models use data gathered from 

experiments to define the mathematical model of a system. A step change in the input to a process produces a response, which is 

called process reaction curve .A variety of empirical modelling methods exists. One method for developing models uses system 

identification methods. System identification methods use the input and output data to create difference equation which are used 

for representations that model the data.  

In general terms, the time constant (τ), describes how fast the process variable (PV) moves in response to a change in the 

controlled output (CO). The time constant must be positive and it must have units of time. Most often it has units of minutes or 

seconds. Step test data implies that the process is in manual mode (open loop) and initially at steady state.  

The transfer function models are required only for the simulation studies of the controller design. Here we are controlling 

the level (H) of the tank by manipulating the flow rate (Q). The most commonly used model to describe the dynamics of the 

industrial level process is general First Order plus Time Delay Process (FOPTD). And the FOPTD model structure is given in 

equation (1) 

(1) 

ϴd – Time delay  

Kp – Process gain  

τ - Time constant  

Here the process of interest is approximated by a First Order plus Time Delay Process. The dead time approximation  

III Heart of Fractional Calculus and Fractional Linear Systems 

The fractional calculus is a 300 years old mathematical discipline, but there are still various mathematical praises that may 

lead to various conclusions. In fact a unique praise for fractional integration exists. However infinity of formulae could be derived 

for fractional differentiation. This prevent establishment of systematic theory for fractional linear systems. In other to eschew this 

obscurity, which is usually relevant to primary status, generally limitation of them to null value is made.  

(a) Fractional Integration  

The fractional integral (Riemann-Liouville integral) of a function f (t) is defined by23: 

 

(2) 

where t>α and α is the real positive integration order, is the Euler  Gamma function: 

       (3) 

(b) Fractional Differentiation  

The Riemann-Liouville definition24 is given by: 

           (4) 

where m is the integer satisfying m-1<α<m. It is main to regard that these two compliments are specific occasions of a limitless 

probability of successive differ integration.  
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IV the Integer and Fractional Order PID Controllers 

 The integer order PID controller has the following transfer function:  

     (5) 

 
Fig. 1: Generic Closed Loop System 

 

The real objects or processes that we want to control are generally fractional (for example, the voltage-current relation of 

a semi-infinite lossy RC line). However, for many of them the fractionality is very low. In general, the integer-order approximation 

of the fractional systems can cause significant differences between mathematical model and real system. The main reason for using 

integer-order models was the absence of solution methods for fractional-order differential equations. PID controllers belong to 

dominating industrial controllers and therefore are objects of steady effort for improvements of their quality and robustness. One 

of the possibilities to improve PID controllers is to use fractional-order controllers with non-integer derivation and integration parts. 

A fractional PID controller therefore has the transfer function:  

𝐾𝑃 + 𝑇𝑖𝑆
−λ + 𝑇𝑑𝑆µ    (6) 

The orders of integration and differentiation are respectively λ and µ (both positive real numbers, not necessarily integers). 

Taking λ =1 and µ =1, we will have an integer order PID controller. So we see that the integer order PID controller has three 

parameters, while the fractional order PID controller has five. 

The fractional order PID controller generalizes the integer order PID controller and expands it from point to plane. This 

expansion adds more flexibility to controller design and we can control our real world processes more accurately. We will design 

both integer order and fractional order PID controllers using the particle swarm optimization (PSO) algorithm and display the 

advantages the fractional order controllers provide us over the integer order controllers.  

 
Fig. 2. Expanding from Point to Plane 

V  Standard PSO Algorithm 

Particle swarm optimization method was introduced by Kennedy and Eberhart in1995. It is evolutionary optimization 

technique and stochastic method, developed by observing the social movement of swarms such as fish schooling and bird flocking. 

This method is robust in solving problems featuring nonlinearity, non-differentiability, multiple optima and high dimensionality. It 

has stable convergence characteristics with good computational efficiency and easily implementable. Unlike other evolutionary 

methods where the evolutionary operators manipulate the particle, each particle in PSO flies in the search space with velocity which 

is dynamically adjusted according to its own flying experience and flying experience of its companions’.  

At the beginning PSO algorithm introduces ’N’ number of particles randomly. The objective function value is obtained 

for each particle. Then based on the flying velocity of the particle and its group the new population of particles are generated for 

next generation in seeking still better solution. The best value obtained by the particle so far is called pbest and the best value 

obtained among all the particles is called gbest. Each particle in the group updates their velocity based on the pbest and gbest as 

given in equation (1) and (2).  
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Let us assume jth particle is represented as xj = (xj,1, xj,2, ……xj,n) in n dimensional space. The previous best position 

of the jth particle is recorded as pbestj = (pbestj,1, pbestj,2, ……pbestj,n). The best particle among the group is represented by 

gbestg. The velocity of the particle j is represented as vj = (vj,1, vj,2 …… vj,n). The calculation of modified velocity and position 

of each particle using velocity and distance through pbestj,g to gbestg is done as shown in the following formulas:   

Vj,n(t+1) = w.vj,n(t) +c1*rand()*(pbestj,n-xj,n(t)) + c2*rand()*(gbestg-xj,n(t)) (6) 

xj,n(t+1)= xj,n(t)+vj,n(t+1) (7) 

j= 1, 2 ,……………,N n=1, 2 ,…………….,M  

Where,  

Nnumber of particles in a group  

M       number of members in a particle   

t          generation number  

vj,n(t)   velocity of particle j at generation t  

w        inertia weight factor   

c1, c2     acceleration constant  

rand()  Random number between 0 and 1  

xj,n(t)   current position of particle j at generation t  

pbestj    pbest of particle j  

gbestg   gbest of the group  

The updated particles are the population for next generation and continue the above procedure up to the specified number 

of generations. The better solution is obtained at each subsequent generation. 

VI. MATLAB SIMULATION 

The simulation result of proceeding plant is obtained by using MATLAB model. The model is constructed as shown in 

figure 3. The calculated value is  

 
Fig 3. MATLAB/ Simulink Model 

Case1: Consider the following stable process Where K = 0.4, Tc = 0.2, and Td=0 Simulation results using MATLAB for different 

PID tuning techniques are summarized in Table 1&2. Used for kp, ki and kd . 

Case2: Consider the following stable process Where K = 0.4, Tc = 0.4, and Td=0 Simulation results using MATLAB for different 

PID tuning techniques are summarized in Table 1&2. Used for kp, ki and kd . 

Case3: Consider the following stable process Where K = 0.4, Tc = 0.6, and Td=0 Simulation results using MATLAB for different 

PID tuning techniques are summarized in Table 1&2. Used for kp, ki and kd . 

Case4: Consider the following stable process Where K = 0.4, Tc = 0.6, and Td=0 Simulation results using MATLAB for different 

PID tuning techniques are summarized in Table 1&2. Used for kp, ki and kd. 

Case5: Consider the following stable process Where K = 0.4, Tc = 0.8, and Td=0 Simulation results using MATLAB for different 

PID tuning techniques are summarized in Table 1&2. Used for kp, ki and kd. 

Case5: Consider the following stable process Where K = 0.4, Tc = 1, and Td=0 Simulation results using MATLAB for different 

PID tuning techniques are summarized in Table 1&2. Used for kp, ki and kd.

TABLE 1 

Simulation PID Parameters 

 
TABLE 2 

Simulation FOPID Parameters 
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Figure 4 PSO objective Function vs Iterations 

 

Figure 5 Case1 results (Where K = 0.4, Tc = 0.2, and Td=0)  

 
Figure 6 Case2 results (Where K = 0.4, Tc = 0.4, and Td=0)  
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Figure 7 Case3 results (Where K = 0.4, Tc = 0.6, and Td=0)  

 

 
Figure 5 Case4 results (Where K = 0.4, Tc = 0.8, and Td=0)  

 

 
Figure 5 Case5 results (Where K = 0.4, Tc = 1, and Td=0)  

The convergence of the objective function for 100 generation is presented in Fig 4. It shows that the objective function 

value using PSO- FOPIλDµ is less than the value using PSO- PIλDµ. The optimum FOPID controller parameters specifications are 

shown in Table 1. The optimum PID controller parameters specifications are shown in Table 2.  

VII Conclusion 

In this paper FOPID controller parameters are tuned by Particle Swarm Optimization (PSO). In continuation to the previous 

work, the system response study with PID controller is also tuned using Particle Swarm Optimization. The results show that the 

time response of FOTD system is better than PSO tuned fractional order PID controller.. This work has been simulated in 

MATLAB/SIMULINK environment in combination with FOMCON tool box. The obtained results show that when fractional order 

PID controller is tuned with PSO algorithms,  
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