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Abstract :  The term "heart disease" is frequently used substitutably with the word "cardiovascular disease." This hazardous disorder is 

become challenging for every individual in our modern society. In medical science, it is very crucial to diagnose but this critical task that 

must be performed efficiently and effectively. Nowadays Deep learning techniques have become very popular for time series prediction and 

warning alerts for various heart diseases in order to take timely precautions. In this review paper, we have tried to provide some most recent 

methods that are used in heart disease prediction viz, LSTM, CART, Neural Network, Naive Bayes. 

IndexTerms - Deep Learning; Time Series Prediction; Neural Network.  

I. INTRODUCTION 

 

A circulatory system of the human being is also known as Blood vascular system that contains of a muscular 4- chambered 

heart. It is a network of closed branching blood vessels and blood in which the fluid which circulates. This circulatory system – 

human heart, has some chronic disorders that reports a collection of all cicumstances that damages our heart.  Disorders under the 

heart disease parasol include blood vessel diseases, like coronary artery disease; heart pattern complication (arrhythmias); and 

defects in heart by birth (congenital heart defects), among others.  

 

Determinant conditions are states that make a human being more likely to develop a disease. They can excessively increment 

the forces that an existing disease will get worsened. Some crucial determinant conditions for heart disease are [1]:  

 

 
Fig-1: Major determinant conditions for heart Disease. 

 

 

1.1 MOST COMMON TYPES  

 

A. Coronary artery disease 

 This disease occurs when veins do not convey blood properly in the heart.   

B. Cardiac arrest 

      Sudden, unpredicted loss of heart function, respire and alertness. 

C. Congestive heart failure 

      This disease occurs when the heart is not pumping properly. 

D. Arrhythmia 

     This is a very rare heart disease. This disease defines the electronic pulse like the movement of the heart.  

E. Peripheral artery disease 

      A circulatory disorder in which narrowed blood vessels reduce blood flow to the limbs. 
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F. Stroke 

   Damage to the brain from obtrusion of its blood supply. 

G. Congenital heart defect 

    An irregularity in the human heart that develops before birth. 

 

So, diagnoses & prediction of heart disease earlier is compulsory and treatments for individuals/peoples who are probably going 

to have a coronary illness and help them have a longer life. A pictorial way of various heart diseases and their predictions using 

Machine Learning approaches is shown in Fig:2 

 

 
Fig2: Heart disease prediction using various machine learning approaches. 

II. REVIEW 

Ji.Zhang et.al [1]design a bagging based troupe display is used to anticipate the patient's condition one day ahead of time for 

creating the last suggestion. A blend of three classifiers artificial neural network, least squares-support vector machine, and naïve 

Bayes are utilized to develop a group structure. This proposed framework is a promising device for examining time arrangement 

medicinal information and giving precise and solid suggestions to patients experiencing endless heart infections. 

 

 
Fig3: An architecture of proposed bagging-based algorithm 

 

 
Fig4: An example of using bagging-based algorithm 

 

 

Fen Miao et.al [2] proposed an improved RSF (iRSF) with a novel split standard and a halting basis for distinguishing 

progressively exact indicators that can isolate survivors and non-survivors and, in this way, improve segregation capacity. Initial, a 

weighted log-rank test was utilized to part the hub and can be connected to non-relative risk circumstances to improve the test for a 

scope of elective theories.  
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Fig5: Diagram of iRSF algorithm 

 

Bo Jin et.al [3] proposes a successful and strong design for heart disease prediction. The primary commitment of paper is to 

anticipate heart failure(attack) by utilizing a neural network (i.e., to foresee the likelihood of cardiovascular sickness dependent on 

patient's electronic restorative data). Specifically, they utilized one-hot encoding and word vectors to demonstrate the analysis 

occasions and anticipated heart disappointment occasions utilizing the fundamental standards of a long short-term memory model. 

Assessments dependent on a genuine informational collection show the promising utility and adequacy of the proposed engineering 

in the expectation of the danger of heart disappointment.  

 

Hochreiter and his team design an LSTM model demonstration. It's a unique RNN method. To fulfill a requirement of long-

term memory, the RNN capture of condition/situation of a current concealed layer. The result of the calculation comes in the form 

of an exponential increment and it shows time, cost of the model. That is a reason RNN is not applicable for long term memory 

calculations.  

 
Fig6: a structure of LSTM model 

 

 
Fig7: A multilayer neural network language model 

 

Afef Mdhaffar et.al [4] presents a novel wellbeing examination approach for heart failure prediction/ expectation. It depends on 

the utilization of complex occasion preparing (CEP) innovation, joined with measurable methodologies. CEP motor procedures 

approaching wellbeing information by executing edge-based investigation rules. Rather than having to physically set up limits, our 

novel factual calculation naturally figures and updates edges as indicated by recorded chronicled information.  
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Fig8: An architecture of CEP4HFP 

  

Chryses et.al [5] The heart phonocardiogram is breaking down by utilizing Ensemble Empirical Mode Decomposition (EEMD) 

joined with kurtosis highlights to find the proximity of S1, S2 and concentrate them from the recorded information, framing 

proposed HSS conspire, to be specific HSS-EEMD/K. 

 
Fig:10 A block diagram of HSS_EEMD/K. 

 

         Liaqat Ali et.al [6] study shows that there are numerous different automatic decision support systems which work on ANN 

(artificial neural network) for finding heart disease prediction in previous models and algorithm. Mostly these methods focus on 

only preprocessing features. So, they focus on both enhancement of features and exclusion of the problems impersonated by the 

predictive methods (an i.e. problem related to overfitting and underfitting) A performance parameter increase and gives an accurate 

result if overfitting and the underfitting problem are solved for training data set and test data set.  Irrelevant features and bad 

network configuration are a cause of overfitting the training data set. Liaquat Et.al propose an X2-DNN model to remove irrelevant 

features by using Deep Neural Network. They show a difference between ANN and DNN. According to them, this proposed model 

gives 93.33% accurate results for the prediction of heart disease.   

 
Fig 11: Block diagram of X2-DNN model 
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     Minas.A.Karolis et.al [7] Design a model based on a data mining system for heart disease-related risk factors. They mainly 

focus on to reduce coronary heart disease (CHD). They investigated different risk parameters before and after a CHD event like a 

history of hypertension, diabetes, high-density lipoprotein, low- density lipoprotein, cholesterol, etc. To achieve the goal of this 

algorithm they choose a decision tree classification technique and C4.5 method for designing a decision tree. A 

classification/characterization is the handling of finding a lot of models (or capacities) those define and recognize information 

classes.  They utilize Classification systems/methods of data mining with the decision tree.   

 

A decision tree basically trees type structure with node, the root node, branches, and sub-nodes. A decision tree classification 

technique has two types of data set namely training and test data. First, one is used to implement a model or classifier and the 

second dataset is used for testing of implemented model. According to the proposed algorithm it anticipates from CHD risk factors. 

 

There are some popular prediction methods like:   

 

A. CART: 

      CART represents Classification and Regression Trees. CART is one of the famous techniques for structure choice tree in 

the AI people group [13][28]. It was created by [Bierman and his team. At 1984] and is portrayed by the way that it develops binary 

trees, specifically every interior hub/node must be precisely 2 active edges, every one of which presently endeavors to part in a 

similar way as the root hub/node. The parts are chosen to utilize the Gini index.  

B. Bayesian classifier: 

       A Bayesian classifier is a measurable classifier. This classifier is used for prediction with probabilities.  

 

C. Fuzzy logic: 

Fuzzy logic is a set of a rule-based classification system. It improves all the problems of crisp and rule-based classifiers.   

 

D. Association rule mining: 

      This is an imperative & active field of data mining researcher. One strategy for association rule mining, called associative 

classification/characterization, comprises of two stages. In the primary advance, affiliation guidelines are produced utilizing an 

adjusted form of the standard affiliation rule mining calculation known as A prior. The second step builds a classifier dependent on 

the affiliation rules found.  

 

E. LSTM: 

   LSTM stands for Long short-term memory, which is a family of neural network specifically a recurrent neural network. 

LSTM are capable of learning order dependence in sequence prediction problems. They can also have some behaviors to manage 

complex problem domains like machine translations, speech recognition, pattern recognition and many more.  

          

  A basic LSTM unit has a following components- 

1- A cell 

2- An input gates 

3- An output gate and  

4- A forget gate 

 

 Long short-term memory (LSTM) networks are well-suited to classify, processing and have an intellectual property of making 

prediction based on time series. They are always working on a conditioned by a past experience of the networks input. 

 

  

III.  CONCLUSION AND FUTURE WORK 

 

Heart disease is the maximum communal illness that leads to death in our biosphere conferring to World Health Organization 

(WHO) intelligences, especially in under progressing nations. All medical experts do not have equal information and ability to 

make an precise result, in which some specialists give a poor practical decision that primes people to hazardous conditions. To 

control this complications to forecast of the occurrence of diseases is needed. This paper provides a brief analysis about current 

procedure for healthier decision making by via various algorithms and feature selection methods. In the future work we are trying 

to develop an algorithm for predicting the incidence of heart disease for early instinctive examination and short time reclaim results 

that aid to give the standard facilities and decrease expenses to save the mortal of individuals. 
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