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Abstract-- Requirement Engineering is the primarily important behavior in Software Development Life Cycle(SDLC). In 

many software systems development projects, the documents available for software requirement analysis are in natural language. 

Normally, the users express their requirements in natural language statements that primarily come out easy to state. In any case, 

being expressed in regular language, the announcement of prerequisites frequently will in general experience the ill effects of 

misinterpretations and off base deductions. Subsequently, the necessities indicated in this manner, may prompt ambiguities in the 

product details.There are so many techniques and tools are available to determine the ambiguities from Software Requirement 

documents. This paper presents a state-of-the-art survey and talk about presently available tools for resolving of ambiguity. The 

main objective of this paper is distributed, divide and examine the research work available in the area, determine matrices for a 

relative evaluation. Ongoing work, some observations are explained to improving the quality of the requirement analysis process. 
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I.  INTRODUCTION 

Requirements Engineering (RE) is the action that includes the capacities related with the extraction, modeling, analysis, 

verification and specification of the clients necessities [1]. The RE movement frequently begins with the dubiously characterized 

necessities [2] and results in the end in to a Software Requirements Specification (SRS) record. The industrial software specifier 

writes the SRS in natural language. Even if a final SRS is written in a formal language, its first draft is usually written in a Natural 

language(NL). A NL SRS enhances the communication between all the stakeholders. However, on the downside, often a NL SRS 

is imprecise, unmanaged, indeterminate, inaccurate, unremarkable and ambiguous may ultimately leads to time and cost. An 

ambiguity can be of different kinds i.e. lexical, semantic, syntactic, pragmatic, vagueness, generality and language error 

ambiguity. 

Manually resolving ambiguity from NL Software Requirements is a time consuming, tedious, expensive and error prone process.  

An automated and semi automated approach is desirable to resolve ambiguities from software requirement document. There are a 

number of different tools viz. WSD [11], QuaARS[12], ARM [13], RESI [14], SREE [15, 16], NAI [17, 18], SR-Elicitor [19], and 

NL2OCL [20] developed to detect and resolve ambiguities. Subsequently, in this paper, we endeavor to display a knowledge into 

how current ambiguities settling instruments work, the methodology pursued by each apparatus, the kinds of ambiguities settled 

and the highlights they support. We utilize the presentation estimates, for example, Recall, Precision and F-measure to relatively 

examine the exhibition of the vagueness settling tools. 

II. AMBIGUITY 

Ambiguity is termed as competence of being implicit in possible more than two different minds. An vagueness has two sources: 

missing data and correspondence blunders. Mistakes are sorted in two different ways. The first is creator autonomous blunders – 

ones, that can be settled without area information for example "syntactic mistakes." The other is creator subordinate blunders – 

ones that need area information to determine for example "absence of detail" to address the blunder [6, 9].  

There are two main categorize of ambiguities i.e. linguistic ambiguities and software engineering ambiguities. Table 1 shows the 

two main types of ambiguities with subtypes and examples[25]. 

Table 1: Ambiguity Types 

 

 

 

Language 

Ambiguity 

Ambiguity Types Subtype 

Lexical 

Ambiguity 

Homonym Ambiguity Polysemy Ambiguity 

Syntactic 

Ambiguity 

Analytical_Ambiguity, Attachment_Ambiguity, 

Coordination Ambiguity, Elliptical Ambiguity 

Semantic 

Ambiguity 

Scope Ambiguity 

Pragmatic 

Ambiguity 

Referential_Ambiguity,  Deictic Ambiguity 

 Requirements Document Ambiguity 
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RE-

Specific 

Ambiguity 

Application Domain Ambiguity 

System Domain Ambiguity 

Development Domain Ambiguity 

Vagueness, Language error, Conceptual Translational Ambiguity 

 

A. Lexical Ambiguity: Lexical ambiguity takes place if a word has multiple connotations. Example: “Malika walked to the 

bank” This could mean that Malika walked to the edge of the river or financial institution. 

B. Syntactic Ambiguity: A sequence of words with numerous suitable grammatical interpretations regardless of context . 

Example: “Quickly read and discuss the tutorial”. 

C. Semantic Ambiguity: A sentence with more than one explanation in its provided context. Example: Melissa and Freddy 

are married. 

D. Vagueness Ambiguity: A statement that admits borderline cases or relative interpretation. Example: “Freddy is tall”. 

E. Incompleteness Ambiguity: A linguistically right sentence that gives too little detail to pass on a specific or required 

significance. Model: "Consolidate flour, eggs, and salt to make new pasta." overlooks some essential data, for example, 

amount of materials and strategies to be utilized. 

F. Referential Ambiguity: A grammatically correct sentence with a reference that confuses the reader based on the context. 

Example: “The boy told his father about the damage. He was very upset”. 

 

III. APPROCHES TO DETECT AND RESOLVE AMBIGUITY 

Software Requirements are specified in natural language tend to be ambiguous. Firstly pre-processed the specified document to 

reduce ambiguity by using Natural language Processing Technique. The possible usage of NLP techniques are: extract 

requirements from the document, tag the requirements sentence, find duplicate requirements, do the machine translation and 

extract the ambiguous requirements. 

The basic NLP issues are Part-of-Speech (POS) tagging, parsing and ambiguity. POS tagging marks every word of a sentence 

with predefined parts-of-speech (noun, verb, adjective, etc.).The process of tagging becomes difficult when the word is 

ambigious. For example: 

(a) I want a book. 

(b) I want to book a ticket. 

In the first sentence (a) the word “book” is a noun and in second sentence (b) the word “book” is a verb. Following are some 

approaches available to resolve the tag ambiguity. 

A. Rule Based approach: It is extremely laborious because it requires keeping the rules up to date that cover all cases. 

B. Statistical Based Approach: It is based on training data set. 

C. Hybrid Based Approach: It combines the features of both statistical approach and rule based approach. 

The author suggest following steps to resolve the ambiguities. 

1. Input English Sentences and its UML class model. 

2. Parse the sentence using Stanford parser. 

3. Perform syntactic analysis. 
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Figure 1 explains the more different approaches to detect the different types of ambiguities. 

 

Figure 1:Different approaches to detect ambiguities 

 IV. COMPARATIVE ANALYSIS OF AMBIGUITY RESOLVING TOOLS 

TABLE 2: COMPARATIVE ANALYSIS OF AMBIGUITY RESOLVING TOOLS 

Feature Support Approach Technolog

y Used 

Pre 

Processi

ng 

Concerned 

Ambiguity 

User 

Interactio

n 

Elicit 

OOT 

Remarks 

OOV of 

NLRS(Automatic) 

Knowledge 

based to 

ontology 

GATE tool 

, Brill 

tagger 

Yes Pronoun 

anaphora 

average True Non 

functional 

requirements 

elicitation. 

Ontology 

generation. 

RA in RS via 

OOM(Semi-

Automatic) 

Controlled 

language 

Dowser 

Parser 

No Semantic average True Cannot 

agreement 

with modal 

verbs and 

negations. 

Evoke 

78.8% ( 

Compound 

noun) Evoke 

93.9%( 

Single noun 

) 

SREE(Semi-

Automatic) 

Rule based, 

Style guide 

WordNet, 

POS 

tagger 

No Identify 

Plural, 

Coordinatio

n, Pronoun, 

Quantifier, 

Vague 

small False Report 

Summary of 

Ambiguous 

and 

incomplete 

requirements 

Approaches

Checklist 
Based 

Inspection 
Approach

Controlled 
Language

Style Guides
Knowledge 

Based 
Approach

Heuristic 
Based 

approach
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statements. 

Evoke 100%  

RESI(Semi-

Automatic) 

Knowledge 

Based to 

ontology 

Stanford 

parser, 

Cyc, 

ConceptN

et,  

WordNet 

Yes Avoid 

Lexical, 

Scope,  

Language 

Error 

elevated True Input should 

be in the 

graph 

GrGen 

format. 

NAI(Automatic) Machine 

learning/heuristi

cs based   

LogitBoos

t, Named 

entity 

recognitio

n 

Yes Noun and 

Verb 

compound 

coordinatio

n, 

Anaphora 

ambiguity 

average  False Establish the 

Degree of 

nocuity that 

the system 

should 

tolerate. 

Accuracy 

70% and 

Evoke 100% 

(Coordinatio

n)  Accuracy  

82.4% and 

Evoke 

74.2% 

(Anaphora) 

SR-

Elicitor(Automatic

) 

Controlled 

Language 

SBVR, 

POS 

Tagger 

No Lexical,  

Syntactic, 

Scope- 

Quantifier 

small True SBVR rule 

generation. 

Recall 

80.12% and 

Precision 

85.76% 

NL2OCL(Automat

ic) 

Knowledge 

Based to 

ontology 

SBVR, 

Stanford 

parser 

No Attachment 

, 

Homonymy 

Small True A UML 

class model 

is required 

as an input. 

Evoke 

92.85% 

Accuracy 

92.85% ( 

Attachment) 

Accuracy 

99.0% 

(Homonymy

) 

CKCO(Automatic) Knowledge 

Based to 

ontology 

WordNet, 

WSD 

No Lexical – 

Polysemy 

(ambiguity 

of nouns) 

small False Resolved 

Ambiguity 

posed to 

Question 

Answering 

(QA) system 

Precision 

83.4% 
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V.  CONCLUSION 

Encouraged by the significance of resolving ambiguities, in this paper, I overview the cutting edge in methodologies for settling 

ambiguities in normal language prerequisites. I survey and talk about various kinds of methodologies and instruments accessible 

for settling ambiguities in the normal language programming prerequisites determination. I see that the devices are extensively 

delegated mechanized and semi-computerized. The coherence and comprehend capacity of the necessities increments by applying 

space explicit language, limited punctuation/syntax and sentence designs. 

However, it requires lot of human process, significant expertise and complex to apply in every environment.To identifying the 

semantic ambiguities, tools that use machine learning approaches and knowledge based to ontology are efficient and give accurate 

results. However, majority tools use natural language processing tools viz. Stanford parser, dowser parser that is still under 

improvements. Accuracy of the disambiguation tools depends on the parser they use. If the parser does not recognize the right 

tokens and their dependencies, then the whole process becomes insufficient, eventually leads to a waste of efforts. 
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