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Abstract— Due to the theatrical increase of fraud 

which results in loss of dollars worldwide each year, 

several modern techniques in detecting fraud are 

persistently evolved and applied to many business 

fields. Fraud detection involves monitoring the 

activities of populations of users in order to estimate, 

perceive or avoid undesirable behaviour. Undesirable 

behaviour is a broad term including delinquency, 

fraud, intrusion, and account defaulting. This paper 

we proposed an classification techniques which takes 

dataset of credit card transactions containing 284,807 

transactions records and these techniques has 

capability to process the numerical and categorical 

datasets.  In these we can take decision tree and 

random forest classifier and the classification result of 

these model is then compared  the performance 

measure of these models . 
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I.INTRODUCTION 

Credit card fraud can be defined as “Unauthorized 

account activity by a person for which the account was 

not intended. Operationally, this is an event for which 

action can be taken to stop the abuse in progress and 

incorporate risk management practices to protect against 

similar actions in the future”. 

Types of Frauds :Various types of frauds in this article 

include credit card frauds, telecommunication frauds, 

computer intrusions, Bankruptcy fraud, Theft 

fraud/counterfeit fraud, Application fraud, Behavioral 

fraud 

 

Credit Card Fraud: Credit card fraud has been divided 

into two types: 

 

· Offline fraud is committed by using a stolen physical 

card at call center or any other place . 

 

· On-line fraud is committed via internet, phone, 

shopping, web, or in absence of card holder. 

 

Brief of Dataset 

 

Context It is important that credit card companies are 

able to recognize fraudulent credit card transactions so 

that customers are not charged for items that they did not 

purchase. 

 

Content The datasets contains transactions made by 

credit cards in September 2013 by European cardholders. 

This dataset presents transactions that occurred in two 

days, where we have 492 frauds out of 284,807 

transactions. The dataset is highly unbalanced, the 

positive class (frauds) account for 0.172% of all 

transactions. 

 

It contains only numerical input variables which are the 

result of a PCA transformation. Unfortunately, due to 

confidentiality issues, we cannot provide the original 

features and more background information about the 

data. Features V1, V2, … V28 are the principal 

components obtained with PCA, the only features which 

have not been transformed with PCA are ‘Time’ and 

‘Amount’. Feature ‘Time’ contains the seconds elapsed 

between each transaction and the first transaction in the 

dataset. The feature ‘Amount’ is the transaction Amount, 

this feature can be used for example-dependant cost-

sensitive learning. Feature ‘Class’ is the response 

variable and it takes value 1 in case of fraud and 0 

otherwise. 
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II. LITERATURE REVIEW 

 

According to [1], There is a huge growth in the financial 

frauds , So data mining plays an important role to scan all 

the financial transaction. So it is a difficult task for 

detecting master card fraud, because the transaction 

dataset in sampling, choice of variables and which 

detection technique(s) used [4]. The  datasets which they 

taken are from European credit card holders which 

contains 284,807 transaction records. First these raw data 

is pre-processed by various mining techniques and then 

splits these data into train or test datasets. After that they 

trained the classifier on the training datasets[5] and then 

test these classifiers on test datasets and computes the 

various performance measures such as accuracy, 

precision, sensitivity and specificity, And also compares 

these classifiers based on their performance measures. 

 

 

Their is various fraud detection technologies is present 

through which they can identify the credit card frauds. In 

[2] they discussed about various problem challenges and 

issues they are facing in detecting frauds. Such as 

application frauds on which thier is identity frauds is 

useful for North American nation to unravel the matter of 

mastercard fraud. The add [2] , Application fraud when 

the customer apply for the credit card and there is data 

mismatch problems like multiple applications are 

submitted by one user with only one set of user details is 

known as duplication fraud[7]. According to [9] they 

used hidden markoff model for detecting the credit card 

frauds and its very effective also on detecting attacks [8]. 

In these there is a profile analyser who continuously 

scans or analyse the group of transactions sequence and 

detect if there is any fraud sequence is coming based on 

the cardholder's past behaviour.  

 

III PROBLEM DEFINITION  

 

An effective fraud detection technique have faces these 

kind of difficulties to achieve best performance. 

 Imbalanced data: The Dataset of credit card 

transaction has imbalanced nature.  

 Different misclassification importance: There 

are misclassification errors have has an different 

importance.  

 Overlapping data: In dataset there are many 

number of transactions are considered fraudulent 

means they are normal (false positive) and vice 

verso also. So it is very difficult to maintaining a 

low false positive and false negative rate. 

 

IV  PROPOSED WORK 

 

In this paper ,we proposed an network IDS based on 

Decision Tree and Random Forest classifier. We 

performed our experiments analysis on NSL KDD Data 

set which is mostly used for testing intrusion detection 

system (IDS). 

 

 
Figure 1. Proposed model 

 

 

Decision Tree Algorithm 

 

 Input: 

Data partition, D, which is a set of training tuples and 

their related class labels; 

Attribute_list; 

Attribute_selection_method, to determine the splitting 

criterion that “best” partitions. 

 

Output: A decision tree. 

 

Step 1- CREATING A ROOT NODE 

1. Create a root node N 

2. If tuples in D are all of the similar class, C then 

3.       Return N as a leaf node label with the class C; 

4. If attribute list is empty then 

5.       Return N as a leaf node label with the majority 

class in D 

 

Step 2- ATTRIBUTE SELECTION 

6. Apply attribute_selection_method(D, attribute_list) to 

discover the “best “ splitting _criterion attribute; 

7. Label node N with splitting _criterion; 

8. Update the attribute_list 
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Step 3- SPLIT THE TREE 

9. for each outcome j of splitting_criterion 

     //partition the tuples and produce subtrees for each 

partition 

10.Based on splitting_criterion attribute 

        Split the tree into two part 

12.  attach a leaf labeled with the majority class D in 

node N: 

13.  else attach the node returned by      

Generate_decision_tree(Dj:attribute_list)to node N: 

        end for 

14.  return N, 

 

Random Forest Algorithm  

 

for S = 0, .., W do  

Hi ← Bootstrap sample from H 

Ti ← Contruct tree using Hi  

for node = 1, .., No.Nodes do  

nodei ← choose random subset m of all features. 

 end for  

 end for  

X ← take the majority vote for all trees 

 

Tools & Technology used: 

1. Python 

 

V EXPERIMENTAL & RESULT ANALYSIS 

 

For experiment we can take credit card data set contains  

284807 observations of 31 variables and loaded into 

python , Figure 2 shows some observation details. 

 
 

Figure 2. Data set details 

Feature Engineering 

In the broadest sense correlation is any statistical 

association, though in common usage it most often refers 

to how close two variables are to having a linear 

relationship with each other. Familiar examples of 

dependent phenomena include the correlation between 

the physical statures of parents and their offspring, and 

the correlation between the demand for a limited supply 

product and its price. Correlation with respect to the 

prediction independent variable which is shown in figure 

3. 

 
Figure 3. Correlation with Class 

 

Feature Scaling 

Bringing features onto the same scale Feature scaling is a 

crucial step in our pre-processing pipeline that can easily 

be forgotten. Decision trees and random forests are one 

of the very few machine learning algorithms where we 

don’t need to worry about feature scaling. However, the 

majority of machine learning and optimization algorithms 

behave much better Using standardization, we centre the 

feature columns at mean 0 with standard deviation 1 so 

that the feature columns take the form of a normal 

distribution, which makes it easier to learn the weights. 

Furthermore, standardization maintains useful 

information about outliers and makes the algorithm less 

sensitive to them in contrast to min-max scaling, which 

scales the data to a limited range of values. 
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Figure 4. Feature Scaling 

 

 

 

Model Training 

Decision tree 

Decision trees are statistical data mining technique that 

express independent attributes and a dependent attributes 

logically AND in a tree shaped structure. Classification 

rules, extracted from decision trees, are IF-THEN 

expressions and all the tests have to succeed if each rule 

is to be generated. Decision tree usually separates the 

complex problem into many simple ones and resolves the 

sub problems through repeatedly using .Decision trees 

are predictive decision support tools that create mapping 

from observations to possible consequences. Figure 5 

shows training and testing of the classifier model and 

their performance measure. 

 

 
Figure 5. Performance measure of Decision Tree 

 

Random forests 

 

Random forest model is an ensemble of classification (or 

regression) trees. The popularity of decision tree models 

in data mining arises from their ease of use, flexibility in 

terms of handling various data attribute types, and 

interpretability. Single tree models, however, can be 

unstable and overly sensitive to specific training data. 

Ensemble methods seek to address this problem by 

developing a set of models and aggregating their 

predictions in determining the class label for a data point. 

Ensembles perform well when individual members are 

dissimilar, and random forests obtain variation among 

individual trees using two sources for randomness: first, 

each tree is built on separate bootstrapped samples of the 

training data; secondly, only a randomly selected subset 

of data is considered at each node in building the 

individual trees. Random forests thus combine the 

concepts of bagging, where individual models in an 

ensemble are developed through sampling with 

replacement from the training data, and the random 

subspace method, where each tree in an ensemble is built 

from a random subset of attributes. Given a training data 

set of N cases described by B attributes, each tree in the 

ensemble is developed as follows: 

 

Obtain a bootstrap sample of N cases. 

At each node, randomly select a subset of b attributes. 

Determine the best split at the node from this reduced set 

of b attributes 

Grow the full tree without pruning 

Random forests are computationally efficient since each 

tree is built independently of the others. With large 

number of trees in the ensemble, they are also noted to be 

robust to over fitting and noise in the data. 

 
Figure 6. Performance measure of Random Forest 

 

                            Table-1. Accuracy of Models 
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Figure-6. Performance of the Models 

 

 

VI   CONCLUSION 

 

As usage of credit cards become more and more 

common in every field of the daily life, credit card 

fraud has become much more rampant. This paper 

investigates the Decision Tree and random forest model 

in binary classification of imbalanced credit card fraud 

data and also compare performance with each 

classification models respectively. The comparative 

results show that random forest performs better than 

other Decision tree. 
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