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Abstract 
Big data has increased the demand of information management specialists so much so that Software AG, Oracle 

Corporation, IBM, Microsoft, SAP, EMC, HP and Dell have spent more than $15 billion on software firms specializing in data 

management and analytics. In 2010, this industry was worth more than $100 billion and was growing at almost 10 percent a year: 

about twice as fast as the software business as a whole. 

1. Introduction 
This study uses a very different amalgamation of Big Data and Machine Learning to predict power generation in United 

States. Big Data is employed to process large amount of unstructured and semi-structured datasets complemented with 

noise .This processed data is then fed to ML model to predict the electricity generation which then forecasts the results 

based on the past datasets. This peculiar combination gives very efficient and accurate results. 

2. Literature Survey 

1. “The model can forecast future power generation based on the collected data, and our test results show that the 

proposed system can predict the required power generation close to 99% of the actual usage.” This statement has 

been claimed after the experiment conducted on the datasets of years 1980-2014. 

2. “MAPE percentage was calculated to be 4.13% for total generation forecast and the individual forecast values are 

in the range of 4–9% for all the states.” The claim is evident from the calculations made for total generation of U.S 

and actual generation of few states. 

3. Methodology 

In  this  work,  efficient  electricity  forecasting  is  built  using  the ML  approach  with  Big  Data  to  overcome  the  

challenges  related  to large  datasets.  The  proposed  framework  is  designed  not  only  to build  an  effective  

forecasting  system,  but  also  to  solve  the  problems lems have noise, using distributed algorithms in the form of 

MapReduce. 

 

 

 

 

 

 

 

 

 

Fig 1: Artificial neural network processing 

 

Initially,the raw data is stored  in HDFS inside the Hadoop cluster. HDFS  stores  files in  a  distributed fashion,  and it  

also  replicates  data  blocks  in  different  nodes  (for  this  work  the  replication  factor was  set  to  default  value  of  

3).  Hadoop  breaks  the  data  into chunks  or  blocks  to  be  stored  inside  HDFS.  The  data  can  be divided into  

blocks  of  64,  128,  and  256 MB.  In  this  work,  default block size of 64 MB is chosen. The data are first divided into 

blocks and  then placed  into HDFS;  later  the  replication is  performed.  The reason  for  storing  data  in  a  distributed  

format  is  to  perform parallel processing  and  computation  of  large  data,  while  increasing reliability,  flexibility,  and  
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scalability.  Then  we  applied  MapReduce, a  low  level  language  to  retrieve  desired  features  from  data.  We have  

implemented  Mapper  and  Reducer  algorithms  in  MapReduce to perform their tasks. The Mapper function tells the 

cluster which data  points  are  required  to  be  retrieved,  and  then  the  Reducer  acquires and  aggregates  all  the  data,  

and  converts  it  to  a  suitable format .  The  Hadoop  cluster  contains  one  master  and  several slave  nodes  

(NameNode  acts  as  master  and  data  nodes  act as slaves. 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Big data cluster with Machine learning 

The  output  data  in  structured  format  stored  in  HDFS  is  retrieved for  training  the  BPNN,  which  is  an  important  

part  of  the framework.  Data  is  divided  into  two  sets:  90%  used  for  training the  network  and  the  remaining  

10%  for  testing  the  network.  For each prediction;  In the  input layer,  there are  12 nodes;  in the  hidden layer,  6  

nodes;  and  in  the  output  layer  one  node  (12-6-1). The  size  of  the  input  layer  contains  the  number  of  features  

in  the data.  Before  setting  the  number  of  input  nodes  to  12,  the  forecasting results  are  evaluated  using  the  3rd,  

4th,  6th  and  8th  input nodes.  After  this  evaluation,  the  generation  of  next  month  is  forecasted by  the  past  12  

months’  generation  data,  which  has  been included  into  the  network.  Hence,  the  algorithm  outputs  optimal results  

for  the  past  12  months  as  input  into  12  nodes.  The  algorithm can recognize the pattern very well if the entire year 

is used. The  size  of  output  layer  is  also  determined  in  a  similar  manner. BPNN  can  be  run  in  two  different  

ways:  ML  mode  and  Regression mode.  ML  mode  determines  the  output  as  class  label,  and  the  re-gression mode  

returns  values  (e.g.  predicting  price).  In  this  work, BPNN  runs  on  regression  mode  and  the  output  layer  has  a  

single node.  There  is  one  hidden  layer  with  6  nodes.  

4. Results and Conclusion 
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